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Abstract: This study aims to analyze the comparison of Fixetpoint and Halley methods in 
numerically solving the roots of non-linear equations. The assessment criteria to be used include 
convergence, stability, and computational speed of each method. The equations used include 
trigonometric, pilinomial, exponential and logarithmic. Experiments were conducted 8 times with an 
error of 0.001 and using a maximum of 100 iterations. Of the four cases of solving the tested equations, 
the fixetpoint method is faster than the halley method with 5 iterations on trigonometric equations. 
In polynomial equations the fixetpoint method is faster than newton rapshon with 100 iterations. in 
exponential equations the fixetpoint method is faster than hallley with 1 iteration. In the logarithmic 
equation the fixetpoint method is slower than the halley method with 14 iterations, therefore it can 
be said that the fixtpoint method has a faster convergence rate and higher accuracy than the Halley 
method in most cases. So it can be said that Fixetpoint is the best method in solving the roots of non-
linear equations. These findings provide new insights in choosing the right method for numerical 
applications in solving the roots of non-linear equations, and contribute to the development of more 
efficient numerical algorithms. 
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A. INTRODUCTION 

Non-linear equations often appear in various fields of science and technology, such as 

physics, economics, engineering, and computer science. Unlike linear equations that have 

simpler properties (Hutagalung, 2017). Non-linear equations have complex properties and 

cannot always be solved analytically. Therefore, to find the solution, the numerical approach 

becomes the most frequently used method because of its flexibility in solving these problems 

(Jumawanti et al., 2018). Numerical methods allow us to obtain approximation solutions of 

non-linear equations by using certain algorithms or iterative methods (Pandia & Sitepu, 2021). 

One of the numerical methods often used in solving this problem is the fixetpoint method 

and the halley method (Vilinea et al., 2020). Both methods have their own characteristics and 

advantages in predicting the solution or roots of non-linear equations.  Meanwhile, the Halley 

method is a method similar to the Newton-Raphson method but uses a faster iteration 

approach while maintaining higher accuracy in some cases (et al., 2024). This makes Halley's 

method often chosen to solve non-linear equations with faster convergence than Fixed Point 
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methods, especially if the functionality used meets the convergence requirements (Azmi et al., 

2019). 

In its application, both methods have different characteristics in solving non-linear 

equations (Pandia & Sitepu, 2021). Therefore, it is important to compare the extent to which 

these two methods are effective and efficient in solving non-linear problems. By comparing 

the performance of the two methods, we can understand the advantages and disadvantages 

of each method (Apriano & Rizal, 2024). The problem that arises is how the Fixed Point and 

Halley methods work in solving non-linear equations and to what extent the differences in 

their convergence speed and accuracy affect the solution results (Mandailina et al., 2020). 

The methodology used in this research is a numerical simulation approach. The steps 

include selecting a non-linear function as a case example, applying the Fixed Point and Halley 

methods to the equation, and analyzing the results of these methods in various aspects such 

as accuracy of results, speed of convergence, and ease of application. This approach is done so 

that we can understand the extent to which the two methods provide optimal solutions and 

compare the results obtained from each method (Ritonga & Suryana, 2019). 

This research has a clear goal in order to provide an overview of the performance of the 

two methods in the context of solving non-linear equations (Wigati, 2020). The objectives of 

this study are to compare the Fixed Point and Halley methods in finding numerical solutions 

to various non-linear equations, analyze the speed of convergence of these methods, and 

identify the advantages and disadvantages of each method based on the results of the 

calculations carried out (Ritonga & Suryana, 2019). Thus, this research will focus on a 

comparative study conducted using several cases of non-linear equations. 

 

B. METHODS 

In this section, we will explain in detail about the two methods used to solve the roots 

of non-linear equations, namely the fixetpoint method and the halley method. Each method 

will be explained starting from the basic concept, iterative formula, to its numerical 

application to solve the roots of non-linear equations. In this study, researchers compared 

the solution procedures (fixetpoint and halley) in selecting the roots of non-linear equations. 

The equations used include trigonometric, pilinomial, exponential and logarithmic. 

Experiments were conducted 8 times with an error of 0.001 and using a maximum of 100 

iterations. Of the four equations, the first step taken is to draw a graph of each equation with 

the aim of determining the starting point or x0. then the researcher performs a simulation 

using Matlab software. The description of the two methods used is explained below. 

1. Fixetpoint method 

The Fixed Point Method is a numerical technique to find the solution of a non-linear 

equation f(x)=0 by transforming it into a fixed point form x=g(x). With this method, the 

solution of the equation is sought iteratively, starting with an initial guess and calculated 

repeatedly using the iteration formula (Karunia, 2021) . The process continues until the 

calculated value is close to the desired solution, which is when the difference between 

iterations becomes very small. The Fixed Point Method is often used in computer 
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programming to solve equations that arise in mathematical simulations or numerical 

optimization. 

Basic Formula of FixedPoint Method: 

Suppose we have a non-linear equation f(x)=0, to find the root x=α of the equation, we 

can transform it into a fixed point form x=g(x), where g(x) is a function derived from the 

equation f(x). The iterative formula is: 

𝑥𝑛 + 1 = g (𝑥𝑛)                                                                                                    (2)  

 Where 

• 𝑥𝑛 𝑎𝑑𝑎𝑙𝑎 𝑛𝑖𝑙𝑎𝑖 𝑝𝑒𝑛𝑑𝑒𝑘𝑎𝑡𝑎𝑛 𝑠𝑜𝑙𝑢𝑠𝑖 𝑝𝑎𝑑𝑎 𝑖𝑡𝑒𝑟𝑎𝑠𝑖 𝑘𝑒 − 𝑛. 

• 𝑔(𝑥) 𝑎𝑑𝑎𝑙𝑎ℎ 𝑓𝑢𝑛𝑔𝑠𝑖 𝑦𝑎𝑛𝑔 𝑑𝑖 𝑡𝑢𝑟𝑢𝑛𝑘𝑎𝑛 𝑑𝑎𝑟𝑖 𝑝𝑒𝑟𝑠𝑎𝑚𝑎𝑎𝑛 𝑓(𝑥) =

0, 𝑑𝑖𝑚𝑎𝑛𝑎 𝑠𝑜𝑙𝑢𝑠𝑖 𝑥 𝑏𝑒𝑟𝑎𝑑𝑎 𝑝𝑎𝑑𝑎 𝑡𝑖𝑡𝑖𝑘 𝑡𝑒𝑡𝑎𝑝 𝑔(𝑥) = 𝑥. 

• 𝑥𝑛 + 1 𝑎𝑑𝑎𝑙𝑎ℎ 𝑛𝑖𝑙𝑎𝑖 𝑝𝑒𝑛𝑑𝑒𝑘𝑎𝑡𝑎𝑛 𝑠𝑜𝑙𝑢𝑠𝑖 𝑝𝑎𝑑𝑎 𝑖𝑡𝑒𝑟𝑎𝑠𝑖 𝑏𝑒𝑟𝑖𝑘𝑢𝑡𝑛𝑦𝑎. 

 

 

2. Halley Method  

Halley's method is an iteration method that has a faster convergence speed than the 

Fixed Point method and has the basis of the Newton-Raphson method. The iteration formula 

for Halley's method is given by: 

𝑥𝑛+1 = 𝑥𝑛  −
𝑓(𝑥𝑛 )

𝑓′(𝑥𝑛 )
[1 −

𝑓(𝑥𝑛 ). 𝑓′′(𝑥𝑛 )

2. (𝑓′(𝑥𝑛 ))
2 ] 

Where: 

• f(x) is the function for which we want to find the root, 

•  f′(x) is the first derivative of f(x) 

•  f′′(x) is the second derivative of f(x) 

• 𝑥𝑛   is the nth iteration guess 

• 𝑥𝑛+1 is the next iteration's guess. 

  Halley's method works by maintaining a higher convergence speed than the Fixed 

Point method in certain cases. Therefore, it is often chosen to solve non-linear equations that 

have complex properties and require high accuracy. 

Both methods are then used to solve the problem of non-linear equations. The non-linear 

equations used involve trigonometric, exponential polynomial, and logarithmic non-linear 

equations. Furthermore, the problems used for the simulation consist of: 

1.2𝑥2 𝑠𝑖𝑛(3𝑥 + 5) Trigonometry 

2. 2𝑥3 + 5𝑥 − 5 Polynomial 

3. 2𝑥𝑒−4𝑥 + 14 Exponential 

4. 2𝑥𝑙𝑜𝑔(2𝑥+1 + 5) Logarithms 
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Figure 1 shows the flow of research conducted 

 

C. RESULTS AND DISCUSSION 

Researchers used four non-linear equation problems consisting of trigonometric, 

polynomial, exponential, and logarithmic equations. according to the steps that have been 

taken, the graphs resulting from each synchronous equation are Figure 1, Figure 2, Figure 3, 

and Figure 4 below. 

 

 
Figure 1. Graph Of Trigonometric Functions 
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Figure 1 above shows that the roots of the equation are in the interval [-6,6]. In this case, 

the starting point x0= [0.5] becomes the starting point for finding the roots of the 

trigonometric equation, 

 

 
Figure 2. Polynomial Function Graph 

 

Figure 2 above shows that the roots of the equation are in the interval [-6,6]. In this case, 

the starting point x0= [1] is used as the starting point to find the roots of the polynomial 

equation. 

 
Figure 3. Graph of the exponential function 

 

In Figure 3 above, it can be seen that the roots of the equation are in the interval [-6,1]. 

In this case, the crew point x0= [-5] becomes the starting point for finding the roots of the 

exponential equation. 
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Figure 4: Graph of logarithmic function 

 

In Figure 4 above, it can be observed that the root of the equation is in the interval [-6,6]. 

In this case, the starting point x0= [0] becomes the starting point find the root of the 

logarithmic equation. 

 

Table 1. Simulation results 

n Case Method

s 

Iterations X F(x) Error 

11 2𝑥2 sin(3𝑥

+ 5) 

Fixet 

point 

100 633.825 803.328 0.500 

  Halley 5 0.427 0.0000000209 0.0000860 

22 2𝑥3 + 5𝑥

− 5 

Fixet 

point 

2 19.910 15879.520 0.750 

  Halley 4 0.797 0.0000000249 0.0000522 

33 2𝑒−4𝑥 + 5 Fixet 

point 

3 10.000 5.0000000000 0.000000000

8 

  halley 1 4.999 4840662901.46

4 

0.000107 

44 2𝑥 log (2𝑥+1

+ 14) 

Fixet 

point 

2 2.639 8.823 0.936 

  halley 14 0.0000006259 0.00000243 2286.103 

 

According to the results of the above computation using the fixetpoint method, for case 

1 it is known that the value of x such that f(x) < 0.001 is 633825300114114700 x = 6 with f(x) 

= 8033288969633855500, the value was obtained after computing up to 100 iterations. Using 

halley method, for case 1 it is known that the value of x such that f(x) < 0.001 is x = 

0.4277284547 with f(x) = 0.0000000209, the value was obtained after computing up to 5 

iterations, Thus showing that for solving the root equation of f(x) =2𝑥2 sin(3𝑥 + 5)  using 

fixetpoint method the rate of convergence is slower when compared to halley method. 
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According to the results obtained as a result of the above computation using the fixetpoint 

method, for case 2 it is known that the value of x such that f(x) < 0.001 is x = 19.9100000000 

with f(x)=15879.5205420000, the value was obtained after computing up to 2 iterations. Using 

the halley method, for case 2 it is known that the value of x as a result f(x) < 0.001 is x = 

19.9100000000 using f(x) = -0.0000000249, the value was obtained after computing up to 4 

iterations of repetition, Thus For solving the root equation of f(x) = f(x) = 2𝑥3 + 5𝑥 − 5 using 

the fixetpoint method the rate of convergence is slower when compared to the halley method. 

According to the results obtained as a result of the above computation using the fixetpoint 

method, for case 3 it is known that the value of x such that f(x) < 0.001 is x = 10.0000000082 

using f(x) = 5.0000000000, the value was obtained after computing up to 3 iterations. Using 

Halley's method, for case 3, it is known that the value of x such that f(x) < 0.001 is x = -

4.9994601013 using f(x) = 4840662901.4644470000, the value is obtained after computing up to 

1 iteration. Thus, for solving the root equation of f(x) =2𝑥𝑒−4𝑥 + 5 using the fixetpoint method, 

the rate of convergence is slower than the Halley method. 

According to the results obtained as a result of the above computation using the fixetpoint 

method, for case 4 it is known that the value of x as a result f(x) < 0.001 means x = -2.6391599469 

using f(x) = -8.8236058705, the value was obtained after computing up to 2 iterations. . Using 

Halley's method, for case 4, it is known that the value of x as a result of f(x) < 0.001 is x = 

0.0000006259 using f(x) = 2286.1039265839, the value was obtained after computing up to 14 

iterations. Thus for solving the root equation of f(x) =2𝑥 log (2𝑥+1 + 5 using the fixetpoint 

method is slower than the halley method. 

 

D. CONCLUSIONS AND SUGGESTIONS 

Thus it shows that for solving the root equation of f(x) = 2𝑥2 sin(3𝑥 + 5)  using the 

fixetpoint method the rate of convergence is slower when compared to the halley method. For 

solving the root equation of f(x) = f(x) = 2𝑥3 + 5𝑥 − 5 using the fixetpoint method the rate of 

convergence is slower when compared to the halley method. For solving the root equation of 

f(x) =2𝑥𝑒−4𝑥 + 5 using the fixetpoint method the rate of convergence is slower with the halley 

method. Then for solving the root equation of f(x) =2𝑥 log (2𝑥+1 + 5  using the fixetpoint 

method is slower than the halley method. 

From the four results of solving the equations (trigonometric, polynomial, exponential, 

and logarithmic), it can be concluded that Halley's method is more suitable for solving 

equations that have complex convergence rates or have roots that require more dynamic 

calculations. While the fixetpoint method can be faster and simpler but may be less accurate 

in some cases with high non-linearity. 

 

 

 

 

 

 

 

 



 

470  |  International Journal on Student Research  

        in Education, Science, and Technology 

        Volume 2 April 2025, pp. 454-462 

 

 

REFERENCES 

Apriano, L., & Rizal, Y. (2024). Application of the Inflection Point in the Evaluation of the Halley and 
Newton-Raphson Techniques for Finding the Root of Non-Linear Equations. Mathematical Journal 
of Modeling and Forecasting, 2(1), 27-31. https://doi.org/10.24036/mjmf.v2i1.23 
https://doi.org/10.24036/mjmf.v2i1.23 

Arianto, T., Wahyuni, H. I., & Kurnianto, E. (2019). Growth Parameter Analysis of the Second 
Generation of Red and Black Cockerels at the Center for Breeding and Cultivation of Non-
Ruminant Livestock Satker Maron Chicken in Temanggung Regency. Indonesian Journal of Animal 
Science, 21(1), 10. https://doi.org/10.25077/jpi.21.1.10-17.2019 
https://doi.org/10.25077/jpi.21.1.10-17.2019 

Azmi, A. U., Hidayat, R., & Arif, M. Z. (2019). Comparison of Particle Swarm Optimization (Pso) and 
Glowworm Swarm Optimization (Gso) Algorithms in Solving Nonlinear Equation Systems. 
Scientific Magazine of Mathematics and Statistics, 19(1), 29. 
https://doi.org/10.19184/mims.v19i1.17263 https://doi.org/10.19184/mims.v19i1.17263 

Hayu, G. A., Mifta, A., & A., S. (2020). Comparative Analysis of Capacity of Steel-Concrete Composite 
Beams with Steel Headed Stud and UNP Stud. Berkala Sainstek, 8(4), 140. 
https://doi.org/10.19184/bst.v8i4.18621 https://doi.org/10.19184/bst.v8i4.18621Hutagalung, 
S. N. (2017). Understanding Numerical Methods (Case Study of New-Rhapson Method) Using 
Matlab Programmer. Journal of Information Technology, 1(1), 95. 
https://doi.org/10.36294/jurti.v1i1.109 https://doi.org/10.36294/jurti.v1i1.109 

Jumawanti, I., Sutrisno, S., & Surarso, B. (2018). Comparison Results of Improved Newton-Raphson 
Method Based on Adomian Decomposition and Some Classical Methods on Non-Linear Equation 
Problems. Journal of Fundamental Mathematics and Applications (JFMA), 1(1), 39. 
https://doi.org/10.14710/jfma.v1i1.8 https://doi.org/10.14710/jfma.v1i1.8 

Mandailina, V., Pramita, D., Ibrahim, M., Ratu Perwira Negara, H., & History, A. (2020). 
http://ejournal.radenintan.ac.id/index.php/desimal/index Wilkinson Polynomials: Accuracy 
Analysis Based on Numerical Methods of the Taylor Series Derivative ARTICLE INFO 
ABSTRACT. Decimal: Journal of Mathematics, 3(2), 155-160. https://doi.org/10.24042/djm 
https://doi.org/10.24042/djm.v3i2.6134 

Pandia, W., & Sitepu, I. (2021). Determination of Roots of Nonlinear Equations by Numerical Methods. 
Journal of Mutiara Pendidikan Indonesia, 6(2), 122-129. 
https://doi.org/10.51544/mutiarapendidik.v6i2.2326 
https://doi.org/10.51544/mutiarapendidik.v6i2.2326 

Ritonga, J., & Suryana, D. (2019). Comparison of Convergence Speed of Nonlinear Equation Root Fixed 
Point Method with Newton Raphson Method Using Matlab. INFORMASI (Journal of Informatics 
and Information Systems), 11(2), 51-64. https://doi.org/10.37424/informasi.v11i2.17 
https://doi.org/10.37424/informasi.v11i2.17 

Safitri, N., & Lahallo, F. F. (2024). Profit Planning Analysis through Break Even Point (BEP) Calculation 
at Mama Mila's Pinang Business in Remu Market, Sorong City, Southwest Papua. Journal of Jendela 
Ilmu, 5(1), 1-6. https://doi.org/10.34124/ji.v5i1.163 https://doi.org/10.34124/ji.v5i1.163 

Vilinea, A. R., Rusyaman, E., & Djauhari, E. (2020). Solution of Non-Linear Fractional Differential 
Equations Using Telescoping Decomposition Method. Journal of Integrative Mathematics, 15(2), 
139. https://doi.org/10.24198/jmi.v15i2.23376 https://doi.org/10.33379/gtech.v1i1.262 

 

 

https://doi.org/10.24036/mjmf.v2i1.23
https://doi.org/10.25077/jpi.21.1.10-17.2019
https://doi.org/10.19184/mims.v19i1.17263
https://doi.org/10.19184/bst.v8i4.18621
https://doi.org/10.36294/jurti.v1i1.109
https://doi.org/10.14710/jfma.v1i1.8
https://doi.org/10.24042/djm.v3i2.6134
https://doi.org/10.51544/mutiarapendidik.v6i2.2326
https://doi.org/10.37424/informasi.v11i2.17
https://doi.org/10.34124/ji.v5i1.163
https://doi.org/10.33379/gtech.v1i1.262

