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 Let ℝ𝜀 = ℝ ∪ {−∞}, with ℝ being a set of all real numbers. The algebraic structure 
(ℝ𝜀,⊕,⊗)  is called max-plus algebra. The task of finding the eigenvalue and 
eigenvector is called the eigenproblem. There are several methods developed to 
solve the eigenproblem of 𝐴 ∈ ℝ𝜀

𝑛×𝑛, one of them is by using the characteristic max-
polynomial. There is another algebraic structure that is isomorphic with max-plus 
algebra, namely min-plus algebra. Min-plus algebra is a set of ℝ𝜀′ = ℝ ∪ {+∞} that 
uses minimum (⊕′) and addition (⊗) operations. The eigenproblem in min-plus 
algebra is to determine 𝜆 ∈ ℝ𝜀′  and 𝑣 ∈ ℝ𝜀′

𝑛  such that 𝐴⊗ 𝑣 = 𝜆⊗ 𝑣. In this paper, 

we provide a method for determining the characteristic min-polynomial and 
solving the eigenproblem by using the characteristic min-polynomial. We show that 
the characteristic min-polynomial of 𝐴 ∈ ℝ𝜀′

𝑛×𝑛 is the permanent of 𝐼 ⊗ 𝑥 ⊕′ 𝐴, the 

smallest corner of 𝜒𝐴(𝑥) is the principal eigenvalue (𝜆(𝐴)), and the columns of 𝐴𝜆
+ 

with zero diagonal elements are eigenvectors corresponding to the principal 
eigenvalue. 
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A. INTRODUCTION  

Max-plus algebra is defined as the set of ℝ𝜀 = ℝ ∪ {𝜀}, with ℝ being a set of all real numbers 

and 𝜀 = −∞ under the maximum (⊕) and addition (⊗) binary operations (Subiono, 2015). 

The algebraic structure of triple (ℝ𝜀 ,⊕,⊗) is an idempotent commutative semiring with the 

unit element 𝑒 = 0  (Gyamerah et al., 2015). Max-plus algebra can be used to examine a 

manufacturing system as well as to schedule and maintain the stability of rail network systems 

(Subiono, 2015). Similarly, consider the set of matrices sized 𝑚× 𝑛, the entries of which are the 

elements of ℝ𝜀 . This set is known as the set of matrices over max-plus algebra, denoted ℝ𝜀
𝑚×𝑛 

(Jones, 2021). In max-plus algebra, a form of polynomial is also known, which is called max-

polynomial (Butcovic, 2010; Wang et al., 2021). 

In linear algebra, any square matrix can be related to the determinant. In particular, the 

determinant of a matrix has been studied by Liesen & Mehrmann (2015), Sobamowo (2016), 

and Kim & Pipattanajinda (2017). However, due to the absence of additive inverse, the idea of 

determinant in max-plus algebra has no direct analog in conventional algebra. Therefore, the 

determinant of matrices over max-plus algebra can be represented by permanent. The max-

plus permanent of 𝐴 ∈ ℝ𝜀
𝑛×𝑛  is 𝑝𝑒𝑟𝑚(𝐴) = ⨁ 𝑎1𝜎(1)⊗𝑎2𝜎(2)⊗…⊗ 𝑎𝑛𝜎(𝑛)𝜎∈𝑃𝑛 , where 𝑃𝑛  is 

http://journal.ummat.ac.id/index.php/jtam
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the set of all permutations of the set 𝑁 = {1,2, … , 𝑛} (Yonggu & Hee, 2018). Permanent is used 

for various problems, one of which is a way to solve the eigenproblem of matrices over max-

plus algebra. 

Eigenproblem is one of the most studied topics in linear algebra, especially max-plus 

algebra. For each 𝐴 ∈ ℝ𝜀
𝑛×𝑛 , the eigenproblem is the task of finding the eigenvalue and 

eigenvector in such a way that 𝐴⊗ 𝑣 = 𝜆 ⊗ 𝑣, where 𝑣 ∈ ℝ𝜀
𝑛 is the eigenvector and 𝜆 ∈ ℝ𝜀  is 

the eigenvalue (Mufid & Subiono, 2014). The principal eigenvalue of 𝐴 is written 𝜆(𝐴). Various 

methods have been elaborated to solve the eigenproblem of 𝐴 ∈ ℝ𝜀
𝑛×𝑛. It can be solved using 

graph theory (Tunisa et al., 2017; Umer et al., 2019). Besides that, a method for obtaining the 

eigenvalues of a matrix over max-plus algebra using the characteristic max-polynomial has also 

been devised. The characteristic max-polynomial is the permanent of matrix 𝐴⊕ 𝑥⊗ 𝐼, with 𝐼 

being the identity matrix over max-plus algebra. Then from these eigenvalues can be obtained 

the eigenvectors corresponding to the eigenvalues (Rosenmann et al., 2019; Nishida et al., 

2020). 

Siswanto et al. (2016), Myšková (2016), and Siswanto et al. (2021) have expanded max-

plus algebra into interval max-plus algebra for the application of time in intervals. Moreover, 

there is another algebraic structure that is isomorphic with max-plus algebra, namely min-plus 

algebra. Let ℝ be a set of all real numbers, and 𝜀′ = +∞. Min-plus algebra is defined in ℝ𝜀′ =

ℝ ∪ {+∞} under the minimum (⊕′) and addition (⊗) binary operations (Nowak, 2014). The 

algebraic structure of triple (ℝ𝜀′ ,⊕
′,⊗) is an idempotent commutative semiring with the unit 

element 𝑒 = 0 (Nowak, 2014). Similarly, consider the set of matrices sized 𝑚 × 𝑛, the entries of 

which are the elements of ℝ𝜀′ . This set is known as the set of matrices over min-plus algebra, 

denoted ℝ𝜀′
𝑚×𝑛 (Watanabe & Watanabe, 2014). It is also known as tropical semiring (Maclagan 

& Sturmfels, 2015). 

Eigenproblems are also found in min-plus algebra. It is done by determining the eigenvalue 

and eigenvector in such a way that 𝐴⊗ 𝑣 = 𝜆 ⊗ 𝑣, where 𝑣 ∈ ℝ𝜀′
𝑛  is the eigenvector and 𝜆 ∈

ℝ𝜀′  is the eigenvalue (Nowak, 2014). Solving eigenproblems in min-plus algebra is useful for 

determining the shortest path of a travel route (Suprayitno, 2017). As research develops, the 

eigenproblem of matrices over min-plus algebra can be solved by graph theory. A graph 𝐺 is a 

finite non-empty set 𝑉 of objects called vertices together with a possibly empty set 𝐸 of two-

element subsets of 𝑉  called edges (Chartrand et al., 2015). A graph in which each edge is 

assigned a weight is called a weighted graph (Chartrand et al., 2015). A graph that contains 

directed edges (arcs) is called a digraph (Bang-Jensen & Gutin, 2018). 

Every matrix over min-plus algebra may be represented by a graph, and vice versa (Nowak, 

2014; Watanabe & Watanabe, 2014). Therefore, according to Watanabe et al. (2017), 

characteristic polynomials are related to graphs with min-plus matrices made up of vertices 

and directed edges with weights. Considering the previous description, we will devise a method 

for solving the eigenproblem in min-plus algebra by using the characteristic min-polynomial. 

The way to determine the characteristic min-polynomial will be covered in this research, 

especially for irreducible matrices. Furthermore, the characteristic min-polynomial of a matrix 

can be utilized to find its eigenvalue. From this eigenvalue, the eigenvectors corresponding to 

the eigenvalue can be obtained. 

 



1110  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 7, No. 4, October 2023, pp. 1108-1117 

 

 

B. METHODS 

This research method is a literature study. This study aims to expand the research on min-

plus algebra based on research in linear algebra and max-plus algebra, and also determine the 

connections or direct analogues between them. The research begins by defining a polynomial 

form in min-plus algebra, then determining the characteristic min-polynomial referring to the 

definition of permanent according to Siswanto, Gusmizain, et al. (Siswanto, Gusmizain, et al., 

2021). The next step will be determining the eigenvalue of matrices over min-plus algebra 

through its characteristic min-polynomial. The last step is finding the eigenvectors 

corresponding to the eigenvalue. We want to recall some valuable definitions and theorems for 

the following discussion. 

 

Definition 1. (Nowak, 2014) The representation from graph to matrix over min-plus algebra is 

to represent the directed graph 𝐺 = (𝑉, 𝐸) by a matrix 𝐴 ∈ ℝ𝜀′
𝑛×𝑛, with the entry 𝑎𝑖𝑗 denoting 

the weight of the arc from vertex 𝑗 to vertex 𝑖.  If two vertices are not connected directly by an 

arc, the corresponding matrix entry is 𝜀′. 

 

Definition 2. (Nowak, 2014) Matrix 𝐴 over min-plus algebra is irreducible if its corresponding 

graph 𝐺(𝐴) is strongly connected. 

 

Theorem 1. (Chaturvedi & McConnell, 2017; Nowak, 2014) Let 𝐶(𝐴) represent the set of all 

circuits in a graph 𝐺(𝐴). Then the minimum average circuit weight which is also the principal 

eigenvalue is 

 

𝜆(𝐴) = 𝑚𝑖𝑛
𝑝∈𝐶(𝐴)

‖𝑝‖𝑤
‖𝑝‖𝑙

                                                                 (1) 

 

where 𝑝 is the closed path (cicruit), ‖𝑝‖𝑤 is the circuit weight, and ‖𝑝‖𝑙 is the circuit length. 

 

Theorem 2. (Nowak, 2014; Watanabe et al., 2017) Any irreducible matrix 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 possesses 

unique and finite eigenvalue. 

 

Definition 3. (Subiono, 2015) The minimum average circuit weight is called the critical circuit 

of 𝐺(𝐴). 

 

Definition 4. (Nowak, 2014; Watanabe & Watanabe, 2014) Critical graph of 𝐺(𝐴), denoted 

𝐺𝑐(𝐴) = (𝑉𝑐( 𝐺(𝐴)), 𝐸𝑐( 𝐺(𝐴)))  composes of all vertices and arcs which belong to critical 

circuits in  𝐺(𝐴). 

 

Lemma 1. (Nowak, 2014) Let 𝐺(𝐴) be a graph containing at least one circuit. As a result, any 

circuit in 𝐺𝑐(𝐴) is critical. 

 

Definition 5. (Nowak, 2014) We define the several operations in ℝ𝜀′
𝑛×𝑛. 
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1. If 𝐴, 𝐵 ∈ ℝ𝜀′
𝑛×𝑛 then (𝐴⊕′ 𝐵)𝑖𝑗 = 𝑚𝑖𝑛{𝑎𝑖𝑗, 𝑏𝑖𝑗}. 

2. If 𝐴, 𝐵 ∈ ℝ𝜀′
𝑛×𝑛 then (𝐴⊗ 𝐵)𝑖𝑗 = ⨁ (𝑎𝑖𝑘⊗𝑏𝑘𝑗)

′ 𝑛
   𝑘=1 . 

3. If 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 and 𝛼 ∈ ℝ𝜀′  then we have (𝛼 ⊗ 𝐴)𝑖𝑗 = 𝛼⊗ 𝑎𝑖𝑗. 

4. We have an identity matrix over min-plus algebra with respect to ⊗, where 

𝐼 = (
0 ⋯ 𝜀′

⋮ ⋱ ⋮
𝜀′ ⋯ 0

), 

such that 𝐴⊗ 𝐼 = 𝐴 = 𝐼 ⊗ 𝐴. 

5. Given 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 and 𝑘 ∈ ℕ, the 𝑘-power of 𝐴 is defined by 

𝐴⊗𝑘 = 𝐴⊗…⊗𝐴⏟            . 

   𝑘 times 

 

Definition 6. (Siswanto, Gusmizain, et al., 2021) For a matrix 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 the permanent of 𝐴 is 

defined as 

𝑝𝑒𝑟𝑚(𝐴) =⨁
′

.
𝜎∈𝑃𝑛

⨂(𝑎𝑖𝜎(𝑖))

𝑛

𝑖=1

 

 

with 𝜎 and 𝑃𝑛 is a set of all permutations from {1,2, … , 𝑛}. 

 

Theorem 3. (Nowak, 2014) Let 𝐴 ∈ ℝ𝜀′
𝑛×𝑛. If the average weight of any circuit in 𝐺(𝐴) is greater 

than or equal to zero, 

 

𝐴+ =⨁
′

.

𝜀′

𝑘=1

𝐴⊗𝑘.                                                                    (2) 

 

Definition 7. (Rahayu et al., 2021) Let 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 and 𝜆(𝐴) be defined as it is in Theorem 1. A 

matrix 𝐴𝜆 can be defined as 

 

𝐴𝜆 = 𝑎𝑖𝑗 −  𝜆(𝐴),                                                                     (3) 

 

The matrix 𝐴𝜆
+ is further defined as 

 

𝐴𝜆
+ = 𝐴𝜆⊕

′ 𝐴𝜆
⊗2⊕′ …⊕′ 𝐴𝜆

⊗𝑛,                                                       (4) 

 

Then, define the matrix 𝐴𝜆
∗  as follows 

 

𝐴𝜆
∗ = 𝐼 ⊕′ 𝐴𝜆

+.                                                                        (5) 
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C. RESULT AND DISCUSSION 

1. Characteristic Min-Polynomial 

The characteristic polynomial over min-plus algebra will be discussed in this section. 

Before discussing further about this topic, we would like to form a polynomial in min-plus 

algebra and its smallest corner. The following will be presented the definition of this polynomial, 

called min-polynomial, and the theorem regarding the smallest corner of min-polynomial. 

 

Definition 8. The min-polynomial is expressed by the form 

 

𝑝(𝑧) =⨁
′

.

𝑠

𝑟=1

𝑐𝑟⊗ 𝑧𝑗𝑟 , 𝑐𝑟 , 𝑗𝑟 ∈ ℝ 

 

where the number 𝑗𝑠 is called the degree of 𝑝(𝑧), 𝑠 + 1 is called its length, and 𝑧𝑗𝑟  denotes the  

𝑗𝑟  power of 𝑧 concerning the addition (⊗) operation. 

 

Theorem 4. The smallest corner of 𝑝(𝑧) is 

 

⨁
′

.

𝑠−1

𝑟=0

𝑐𝑟 − 𝑐𝑠
𝑗𝑠 − 𝑗𝑟

. 

 

Proof. A corner exists since 𝑝 > 0. Let 𝛾 be the smallest corner of 𝑝(𝑧). Then 

 

𝑐𝑠⊗ 𝑧𝑗𝑠 ≤ 𝑐𝑟⊗𝑧𝑗𝑟  

 

for all 𝑟 = 0,1, … , 𝑠 and for all 𝑧 < 𝛾. At the same time there is an 𝑟 < 𝑠 such that 

 

𝑐𝑠⊗ 𝑧𝑗𝑠 > 𝑐𝑟⊗𝑧𝑗𝑟  

 

for all 𝑧 ≥ 𝛾. Hence 𝛾 =⊕𝑟=0,1,…,𝑠−1
′ 𝛾𝑟 , where 𝛾𝑟 is the intersection point of 𝑐𝑠⊗𝑧𝑗𝑠  and 𝑐𝑟⊗

𝑧𝑗𝑟 , that is, 

 

𝛾𝑟 =
𝑐𝑟 − 𝑐𝑠
𝑗𝑠 − 𝑗𝑟

. 

∎ 

The min-polynomial and its smallest corner are important for the following discussion. After 

getting the concept of min-polynomial, we will discuss the characteristic min-polynomial. The 

characteristic min-polynomial is a form of polynomial that is invariant under square matrix 

congruence over min-plus algebra. The following definition explains how to determine the 

characteristic min-polynomial. 

 

Definition 9. Let 𝐴 ∈ ℝ𝜀′
𝑛×𝑛. Then the characteristic min-polynomial of 𝐴 is defined to be 
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𝜒 (𝑥)𝐴
1 = 𝑝𝑒𝑟𝑚(𝐼 ⊗ 𝑥 ⊕′ 𝐴) = 𝑝𝑒𝑟𝑚(

𝑥 ⊕′ 𝑎11 ⋯ 𝑎1𝑛
⋮ ⋱ ⋮
𝑎𝑛1 ⋯ 𝑥⊕′ 𝑎𝑛𝑛

). 

 

According to the concept of permanent, it immediately follows from this definition that 𝜒 (𝑥)𝐴
1  

is of the form 

 

𝑥𝑛⊕′ 𝛿1⊗𝑥𝑛−1⊕′ …⊕′ 𝛿𝑛−1⊗𝑥⊕′ 𝛿𝑛.                                       (6) 

 

Based on the theorem regarding the smallest corner of a min-polynomial, we may now extend 

the term smallest corner to the characteristic min-polynomial. By Theorem 4, we know that the 

smallest corner of a min-polynomial 𝑝(𝑧) is 

 

⨁
′

.

𝑠−1

𝑟=0

𝑐𝑟 − 𝑐𝑠
𝑗𝑠 − 𝑗𝑟

. 

 

If 𝑝(𝑧) = 𝜒 (𝑥)𝐴
1  where 𝐴 ∈ ℝ𝜀′

𝑛×𝑛  then 𝑝 = 𝑛 , 𝑗𝑟 = 𝑟 , and 𝑐𝑟 = 𝛿𝑛−𝑟  for 𝑟 = 0,1, … , 𝑛  with 𝑐0 =

𝛿0 = 0. Hence the smallest corner of 𝜒 (𝑥)𝐴
1  is 

 

⨁
′

.

𝑛−1

𝑟=0

𝛿𝑛−𝑟
𝑛 − 𝑟

 

 

or, equivalently 

 

⨁
′

.

𝑛

𝑘=1

𝛿𝑘
𝑘
.                                                                           (7) 

 

2. Solve the Eigenproblem 

a. Eigenvalue 

 

Theorem 5. If 𝐴 ∈ ℝ𝜀′
𝑛×𝑛 then the smallest corner of 𝜒 (𝑥)𝐴

1  is 𝜆(𝐴). 

 

Proof.Let 𝐴 be a matrix over min-plus algebra and 𝐺(𝐴) be a graph representation of 𝐴. 

Given a circuit 𝐶 = 𝑎12, 𝑎23, … , 𝑎𝑟1 in graph 𝐺(𝐴), let |𝐶| denote the circuit weight, which 

can be written 

 

|𝐶| = 𝑎12⊗𝑎23⊗…⊗ 𝑎𝑟1, 

 

and let ‖𝐶‖ denote the circuit length, which can be written 

 

‖𝐶‖ = 𝑟. 
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Thus by (1), 

𝜆(𝐴) = 𝑚𝑖𝑛
𝑝∈𝐶(𝐴)

|𝐶|

‖𝐶‖
.                                                              (8) 

 

Let the eigenvalue of 𝐴 be obtained from a circuit with length 𝑅, accordingly, 

 

𝜆(𝐴) =
𝑎12⊗𝑎23⊗…⊗ 𝑎𝑅1

𝑅
 

 

and 

 

𝑅𝜆(𝐴) ≤ 𝑝𝑒𝑟𝑚(

𝑎11 ⋯ 𝑎1𝑅
⋮ ⋱ ⋮
𝑎𝑅1 ⋯ 𝑎𝑅𝑅

).                                                 (9) 

 

Then from (8), for each circuit in 𝐺(𝐴) 

 

𝜆(𝐴)‖𝐶‖ ≤ |𝐶|.                                                                (10) 

 

But if 𝑃 denotes matrix 𝐴 or any principal submatrices of 𝐴, we have, with a self-evident 

notation, 

 

𝑝𝑒𝑟𝑚(𝑃) =⨁
′

.
𝑝

|𝐶1| ⊗ …⊗ |𝐶𝑝|,                                             (11) 

 

where |𝐶1| ⊗ …⊗ |𝐶𝑝| is equal to the number of edges of 𝑃 (𝑜𝑟𝑑𝑒𝑟(𝑃)) for each circuit 

𝑃 in graph 𝐺(𝐴). As a result of (10) and (11), 

 

𝜆(𝐴)(𝑜𝑟𝑑𝑒𝑟(𝑃)) ≤ 𝑝𝑒𝑟𝑚(𝑃),                                                   (12) 

 

and from (9) and (12), it is satisfying that 

 

𝜆(𝐴) = 𝑚𝑖𝑛
𝑝∈𝐶(𝐴)

𝑝𝑒𝑟𝑚(𝑃)

𝑜𝑟𝑑𝑒𝑟(𝑃)
. 

 

Now consider a characteristic min-polynomial of the form (6) and the smallest corner of 

the characteristic min-polynomial referring to (7). It can be concluded that 

 

𝛿𝑘 = ⨁
′

.
𝑃∈𝑃𝑘(𝐴)

𝑝𝑒𝑟𝑚(𝑃) 

𝛿𝑘
𝑘
= 𝑚𝑖𝑛 (

𝑝𝑒𝑟𝑚(𝑃)

𝑜𝑟𝑑𝑒𝑟(𝑃)
) = 𝜆(𝐴). 

∎ 
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b. Eigenvector 

 

Theorem 6. If (𝐴𝜆
+)𝑣𝑣 = 0, then the 𝑣-th columns of 𝐴𝜆

+ are eigenvectors corresponding 

to 𝜆(𝐴). 

 

Proof. First, let 𝜆(𝐴)  be the minimum average circuit weight of 𝐺(𝐴) . Based on 

Definition 7, for each circuit of 𝐺(𝐴) with average weight 𝛾𝑟 , there exists a comparable 

circuit in 𝐺(𝐴𝜆) with average weight 𝛾𝑟 − 𝜆(𝐴) such that the minimum average circuit 

weight of 𝐺(𝐴𝜆) is 0. In other terms, if the minimum average circuit weight of 𝐺(𝐴) is 

𝜆(𝐴), then the minimum average circuit weight of 𝐺(𝐴𝜆) is 0. Consequently, by Lemma 

1, for each 𝑣 ∈ 𝑉𝑐(𝐺(𝐴)), 

 

(𝐴𝜆
+)𝑣𝑣 = 0.                                                                   (13) 

 

In other words, it shows that the diagonal elements of matrix 𝐴𝜆
+ is equal to zero if the 

circuits 𝑣 in 𝐺(𝐴) is critical. Then on (5), it is known that 

 

𝐴𝜆
∗ = 𝐼 ⊕′ 𝐴𝜆

+, 

 

which shows that 

 

(𝐴𝜆
∗)𝑖𝑣 = (𝐼 ⊕

′ 𝐴𝜆
+)𝑖𝑣 = {

𝜀′⊕′ (𝐴𝜆
+)𝑖𝑣,   𝑖 ≠ 𝑣

0⊕′ (𝐴𝜆
+)𝑖𝑣,   𝑖 = 𝑣

.                                   (14) 

 

According to (13) and (14), it satisfies 

 

(𝐴𝜆
+)𝑣 = (𝐴𝜆

∗)𝑣                                                                 (15) 

 

Next, consider the following algebraic manipulations of (2), (4), and (5). 

 

𝐴𝜆
+ = 𝐴𝜆⊕

′ 𝐴𝜆
⊗2⊕′ …⊕′ 𝐴𝜆

⊗𝑛−1⊕′ 𝐴𝜆
⊗𝑛⊕′ … 

= 𝐴𝜆⊗ (𝐼 ⊕′ 𝐴𝜆⊕
′ 𝐴𝜆

⊗2⊕′ …⊕′ 𝐴𝜆
⊗𝑛−1⊕′ 𝐴𝜆

⊗𝑛⊕′ …) 

= 𝐴𝜆⊗ (𝐼 ⊕′ 𝐴𝜆
+) 

𝐴𝜆
+ = 𝐴𝜆⊗𝐴𝜆

∗  

𝐴𝜆
∗  = −𝐴𝜆⊗𝐴𝜆

+                                                                                                         (16) 

 

Thus, we make a substitution from (16) to (15), getting 

(𝐴𝜆
+)𝑣 = −𝐴𝜆⊗ (𝐴𝜆

+)𝑣 

(𝐴𝜆
+)𝑣 = −(−𝜆(𝐴)⊗ 𝐴)⊗ (𝐴𝜆

+)𝑣 

(𝐴𝜆
+)𝑣 = 𝜆(𝐴)⊗ (−𝐴)⊗ (𝐴𝜆

+)𝑣 

𝐴 ⊗ (𝐴𝜆
+)𝑣 = 𝜆(𝐴)⊗ (𝐴𝜆

+)𝑣. 

∎ 
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D. CONCLUSION AND SUGGESTIONS 

The discussions concluded that the characteristic min-polynomial of 𝐴 ∈ ℝ𝜀′
𝑛×𝑛  is the 

permanent of 𝐼 ⊗ 𝑥 ⊕′ 𝐴, the smallest corner of 𝜒𝐴(𝑥) is the principal eigenvalue (𝜆(𝐴)), and 

the columns of 𝐴𝜆
+ with zero diagonal elements are eigenvectors corresponding to 𝜆(𝐴). 
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