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 One measure that can be used to see the level of farmer welfare is the farmer exchange rate 
(NTP), which is a comparative calculation between the price index received by farmers (IJ) 
and the price index paid by farmers (IB), expressed as a percentage. In reality, NTP cannot 
explain the actual welfare situation of farmers because the ratio value has the potential to 
produce biased values. Another alternative that can be used to look at farmer welfare with 
less potential bias is to look at the difference between the sales index and the farmer 
purchasing index (ID). ID data forecasting can be a reference for developing and optimizing 
things that need to be improved in the agricultural sector. Despite the fact that a number of 
external factors, such as variations in the weather throughout the year, had a significant 
impact on the ID value, previous research used the ARIMA model to forecast without taking 
exogenous factors into account. Therefore, the goal of this research is to identify the optimal 
ARIMAX regression model for achieving accurate forecasting results with minimal error 
values. This research was carried out with limitations using data from the Central Statistics 
Agency and the Meteorological, Climatological, and Geophysical Agency in Central Java from 
2008 to 2023. The first method in this research is to prepare the data, which involved 
collecting secondary data such as IJ and IB along with climate data such as rainfall, duration 
of sunlight, air pressure, wind speed, and rice prices. Next, calculate the difference between 
IJ and IB to determine the ID value. Then, verify the ID data's stationarity and perform AR 
and MA calculations. After determining the AR and MA values, construct an ARIMAX model 
that incorporates external factors, search for the optimal model, and utilize the optimal 
model to make future predictions. The results show that the accuracy of the ARIMAX model 
(1,1,0) has a better value than the accuracy of the ARIMA model (1,1,0), and the results 
obtained in this study are better than previous studies. The authors hope that the findings of 
this research will serve as a benchmark for the forecasting analysis of time series data in the 
agricultural sector, providing the local government with a foundation for policy decisions. 

Keywords: 
Model;  

ARIMA;  
ARIMAX;  

Forecasting; 
Regression. 

 

 
 

 
https://doi.org/10.31764/jtam.v8i3.22584  

 
This is an open access article under the CC–BY-SA license 

 
 

——————————      —————————— 

 
 

A. INTRODUCTION  

Agriculture in Indonesia is a sector that has a big influence on the country's economy. In 

the agricultural sector, the use of data is very necessary to measure the failure or success of 

activities within it. In the process of processing data for further analysis that will be used in the 

real world, forecasting is one of the analyses most often carried out. In this case, forecasting 

plays an important role in optimizing the production process and increasing productivity. Apart 

from seasonal factors, agricultural productivity is also influenced by several external factors, 

such as changes in weather throughout the year (Bustos et al., 2016). The use of time series 

data is very necessary in this analysis. A number of studies have been conducted to explore 

various forecasting approaches that have been tested and applied in daily life. 
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Research related to forecasting is growing rapidly in response to changing times. Some 

research shows that it has been applied to a fairly diverse range of forecasting problems. Some 

of them are forecasting research on electric power systems (Amini et al., 2016; Ananthu & 

Neelashetty, 2021; Chodakowska et al., 2021; Javed et al., 2021; Lopez et al., 2019), natural gas 

(Akpinar & Yumusak, 2016; Cardoso & Cruz, 2016; Duan et al., 2022; Manowska et al., 2021), 

education (Bousnguar et al., 2022; Chang & Chen, 2023; Cruz et al., 2020; Qin et al., 2019; Xia & 

Chang, 2021), and trading strategies (Hong et al., 2022; Rostan et al., 2020; Xu et al., 2022). 

Apart from that, data analysis using forecasting has also been carried out in the world of health 

(Benvenuto et al., 2020; Capan et al., 2016; de Araújo Morais & da Silva Gomes, 2022; Juang et 

al., 2017; Kufel, 2020; Luo et al., 2017; Ospina et al., 2023; Roy et al., 2021; Sahai et al., 2020; 

Yucesan et al., 2020). In the agricultural sector, forecasting has also been widely carried out, as 

has been done (Zhang et al., 2021)(Jadhav et al., 2017), (Liu et al., 2018). In simple terms, in the 

research that has been conducted, almost all researchers use time series data obtained by 

taking past data. After that, create a model and predict future data. 

In the world of statistics, one method that is often used in the forecasting process is the 

method used by George Box and Jenkins, known as the autoregressive integrated moving 

average (ARIMA). The ARIMA method is a powerful approach in time series data analysis that 

has the ability to handle complex patterns in data, such as trends, seasonality, and random 

fluctuations. In the context of forecasting, ARIMA's ability to adapt to variations in data makes 

it a very useful tool in a variety of fields, from economics and finance to social sciences and 

engineering. There are three main parts to ARIMA that are used in forecasting: an 

autoregression (AR) component, a moving average (MA) component, and an integration (I) 

component. The integration (I) component is used to find patterns in time series data. The 

ARIMA method has been proven effective in predicting future behavior from various types of 

data, allowing researchers to make more informed decisions based on the available information 

(Rosadi, 2012). 

In Indonesia, one measure that is often used to measure farmer welfare is the farmer 

exchange rate (NTP), which is a comparison between the farmer selling index (IJ) and the 

farmer buying index (IB). However, this measurement has the potential to produce biased 

values because a large NTP does not necessarily indicate a large farmer sales index or 

agricultural purchasing index, and vice versa. Therefore, using a mathematical approach, a 

more appropriate measure to accommodate this bias is to use the difference between IJ and IB, 

which is called the difference index (ID). As a more accurate alternative to measuring the 

welfare of farmers in Indonesia, ID can provide a more precise picture of farmers' economic 

conditions than just using NTP (Yulianti et al., 2023). 

Not many studies have analyzed ID data, including the forecasting process. In this research, 

ID data forecasting will be carried out using the ARIMA model, which also takes into account 

exogenous factors. This step is important to take because if you only pay attention to time series 

data from the ID or ARIMA model, it cannot accommodate the actual situation by considering 

that agricultural productivity is also influenced by several weather change factors and the ID 

value is also greatly influenced by the price of grain. This exogenous variable was chosen as one 

of the factors that consider the influence of ID because agricultural productivity is strongly 

influenced by natural factors, so the selling and buying prices of agricultural products are also 
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very influential. The relevant government can later use the ID forecasting results to make policy 

decisions, such as determining insurance to protect losses of agricultural products and policies 

to prevent a decline or support an increase in agricultural productivity, as shown by the ID 

prediction value. 

 

B. METHODS 

In this study, the ARIMAX method was used, which served to predict the ID data in Central 

Java. This research uses open-source data taken from the Central Statistics Agency and the 

Meteorological, Climatological, and Geophysical Agency in Central Java from 2008 to 2023 

which includes IJ and IB data, as well as exogenous variable data including rainfall data, 

duration of sunlight, air pressure, wind speed, and rice prices. The data used for predictions is 

monthly data. This research method is as follows: 

1. Prepare data by aggregating data into monthly data. After data collection, the monthly IJ 

and IB data will be calculated for the difference to obtain ID data. Next, daily data related 

to climate factors such as rainfall, duration of sunlight, air pressure, wind speed, and rice 

prices are collected and aggregated into monthly data. 

2. Check data stationarity. The prepared data is checked for stationarity to obtain optimal 

model formation. If the data is not stationary, differencing will be carried out until the 

data becomes stationary and further processing can be carried out. 

3. Calculate AR and MA from the data using ACF and PACF plots. 

4. Building an ARIMAX model with exogenous factors. 

5. Search for the best model and forecast future data. 

 

As for the Flowcart of study, as shown in Figure 1. 

 

 
Figure 1. Research Methodology Using Algorithm 
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The ARIMA model is often used in applications involving forecasting approaches. The 

ARIMA model, often known as the Box-Jenkins Time Series model, is appropriate for short-term 

forecasting but tends to generate flat time series graphs when used for long-term forecasting. 

The ARIMA model consists of the following components: 

1. Autoregressive Model (AR) 

 

𝑌𝑡 = c + 𝜑1𝑌𝑡−1 + 𝜑2𝑌𝑡−2 +  ⋯ +  𝜑𝑝𝑌𝑡−𝑝 +  𝜀𝑡   (1) 

 

With 𝑌𝑡 𝑖𝑠 Value of the variable at time t; c is Constant; 𝜑1, 𝜑2, … , 𝜑𝑝 𝑖𝑠 Autoregressive 

coefficients; and 𝜀𝑡 𝑖𝑠 Error term at time t. 

2. Moving Average (MA) 

 

𝑌𝑡 = c + 𝜃1𝜀𝑡−1 + 𝜃2𝜀𝑡−2 +  ⋯ +  𝜃𝑝𝜀𝑡−𝑝 +  𝜀𝑡   (2) 

 

With 𝑌𝑡 𝑖𝑠 Value of the variable at time t; c is Constant; 𝜃1, 𝜃2, … , 𝜃𝑝 is Moving average 

coefficients; and 𝜀𝑡 is Error term at time t 

3. Autoregressive Integrated Moving Average (ARIMA) 

 

𝑌𝑡 = c + 𝜑1𝑌𝑡−1 + ⋯ +  𝜑𝑝𝑌𝑡−𝑝 + 𝜃1𝜀𝑡−1 + ⋯ +  𝜃𝑝𝜀𝑡−𝑝  +  𝜀𝑡    (3) 

 

With 𝑌𝑡 is Value of the variable at time t; c is Constant; 𝜑1, 𝜑2, … , 𝜑𝑝 is Autoregressive 

coefficients; 𝜃1, 𝜃2, … , 𝜃𝑝 is Moving average coefficients; 𝜀𝑡 is Error term at time t. 

 

The ARIMA model combined with exogenous variables (ARIMAX) is part of the dynamic 

regression category, including several models such as traditional multiple regression models 

where input factors have an immediate impact on output variables. The ARIMAX model is 

usually referred to as an extension or development of the ARIMA model, which includes 

exogenous factors in the prediction model so that the variables to be predicted do not only 

depend on historical data but also depend on external variables that are considered relevant. 

Mathematically, the ARIMAX model equation is almost the same as the ARIMA model. The 

difference between the two models lies in adding the 𝛽𝑝𝑋𝑡−𝑝 component to the ARIMAX model, 

where 𝛽𝑝 is the coefficient of the exogenous variable 𝑋𝑡−𝑝. 
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C. RESULT AND DISCUSSION 

1. Data Visualization 

Before starting the ARIMA and ARIMAX model building process, first focus on the dataset 

owned. Here is the visualization of the data. 

 

 
Figure 2.  ID Data Visualization 

 

Based on Figure 2, the ID data graph shows that there was a fairly large decline in ID values 

around 2008 but returned to a pattern that was close to stationary in the following year. This 

is because the IJ and IB data at the beginning of 2008 were quite high. Furthermore, based on 

Figure 3, Figure 4, Figure 5, Figure 6, and Figure 7, the exogenous data graphs, which include 

rainfall, duration of sunlight, air pressure, wind speed, and price of rice, are close to stationary 

from year to year.  

 

 
Figure 3. Rainfall Data Visualization 

 

 
Figure 4. Duration of Sunlight Data Visualization 
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Figure 5. Air Pressure Data Visualization 

 

 
Figure 6. Wind Speed Data Visualization 

 

 
Figure 7. Price of Rice Data Visualization 

 

The patterns formed by exogenous data based on Figure 3, Figure 4, Figure 5, Figure 6, and 

Figure 7 generally show high values after 2020. This can be used as a reference to show that 

these exogenous variables together have almost the same value character. Next, regression 

analysis will be carried out on the data obtained. 

 

2. Regression Model 

Since ID data is the focus of the forecasting study, it will serve as the dependent variable 

(Y). Moreover, potential independent variables (X) to be examined include rainfall, duration of 

sunlight, air pressure, wind speed, and the price of rice. Not all variables are applicable in this 

analysis. After conducting multiple trials, it was determined that the variables with the most 

significant impact on creating an ideal ARIMA model were rainfall and the price of rice. The 

results of the regression model conducted using R Studio program with the lm() function are 

as follows.  
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Figure 8. Regression Code 

 
Based on Figure 8, the following are obtained: 

a. Estimation of Multiple Linear Regression Model Parameters 

 

Table 1. Estimation 

Variable Estimation 
Intercept 5,9428015 

X1 (Rainfall) 0,0008699 
X2 (Price of Rice) -0,0005308 

 

Prediction model for multiple linear regression: 

 

�̂� =  5,9428015 + 0,0008699X1 − 0,0005308X2   (4) 

 

Based on Table 1, it can be explained that when all explanatory variables have a value of 

0, then the Y variable, or ID data, is 5.9428015. For every addition of 1 (one) to the 

rainfall variable, the ID data will increase by 0.0008699 on average, provided that all 

variables are constant. For every addition of one grain price variable, the ID data will 

decrease by -0.0005308 on average, provided that all variables are constant. 

 

 

 

 

 

> reg <- lm(ID~Rainfall+PriceofRice,data=df) 

> summary(reg) 

 

Call: 

lm(formula = ID ~ Rainfall + PriceofRice, data = df) 

 

Residuals: 

Min     1Q Median     3Q    Max 

-7.225 -3.391 -1.444  1.944 37.755 

 

Coefficients: 

Estimate Std. Error t value Pr(>|t|) 

(Intercept)  5.9428015  3.3697676   1.764   0.0794 . 

Rainfall     0.0008699  0.0029079   0.299   0.7652 

PriceofRice -0.0005308  0.0007299  -0.727   0.4679 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 5.672 on 189 degrees of freedom 

Multiple R-squared:  0.003168, Adjusted R-squared:  -0.007381 

F-statistic: 0.3003 on 2 and 189 DF,  p-value: 0.7409 
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b. Simultaneous Significance Test 

  

 Table 2. Significance Test 

Source 
Degree of  

Fredom (DF) 
Sum of Square Mean Square 𝐅𝒔𝒄𝒐𝒓𝒆 p-value 

Regresi 2 19.322337 9.661169 0.300301 0.7409 
Residual 189 6080.435471 32.171616   

Total 191 6099.757808    
  

From the Table 2, it is known that the F𝑠𝑐𝑜𝑟𝑒  is 0.300301 and the p-value is < 0.7409. 

Results are declared significant if the F𝑠𝑐𝑜𝑟𝑒 > F𝑡𝑎𝑏𝑙𝑒  or p-value < 𝛼 . So it can be 

concluded that the results of the analysis show a p-value of 0.7409, which is more than 

the significance level used, namely 𝛼 = 0.05. This means that at a significance level of 

0.05, all variables cannot be used to explain the significance of the variation in variable 

Y. The 𝑅2 value is 0.003186, meaning that 0.31% of the diversity of variable Y can be 

explained by variables X1 and X2. It should be noted that this result could be caused by 

the variable X used being a simulation result based on some original data. The validity 

of this data cannot be confirmed, but it can be considered a preliminary representation. 

Data simulations can produce significant findings, but they require a more careful series 

of trials. 

c. White Noise Regression Testing 

 

 
Figure 9. Box-Pierce Test Output 

 

Based on Figure 9, the following are obtained: 𝐻0 is independent residuals or residuals 

white noise; 𝐻1 is the residuals are not independent of each other, or the residuals do 

not cause white noise. Based on the LJung-Box test, the p-value is 2.2 x 10-16 < 𝛼 = 0.05, 

so 𝐻0 is rejected. This means that there is sufficient evidence to state that the residuals 

between the lags are not independent of each other or that the residuals do not occur as 

white noise at the 5% level of significance. 

d. Residual Stationarity of Data Regression Model. 

 

  
Figure 10. Augmented Dickey-Fuller Test Output of Data Regression Model 

 

Box-Pierce test 

 

data:  Residue 

X-squared = 112.25, df = 1, p-value < 2.2e-16 

 

Augmented Dickey-Fuller Test 

 

data:  Residue 

Dickey-Fuller = -1.2947, Lag order = 5, p-value = 0.8713 

alternative hypothesis: stationary 
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Formally, the Augmented Dickey-Fuller (ADF) method can provide accurate test results 

to determine whether data is stationary or not. However, this ADF test only measures 

the level of stationarity based on the middle value. Based on Figure 10, the hypothesis is 

being tested as follows: 𝐻0 is Data is not stationary; and 𝐻1 is Data is stationary. Based 

on the results of the Augmented Dickey-Fuller Test (ADF Test), p-value = 0.8713 > 𝛼 = 

0.05, then 𝐻0 is accepted. This means that there is enough evidence to say that the data 

is not stationary at the 0.05 significance level. To overcome this non-stationarity, 

differencing is necessary. 

e. Differencing 1 

Outputting the top 6 data points after differentiation once is presented in Table 3. 

  

Table 3. Output The Top 6 Data Points After Differencing 

2 3 4 5 6 7 
-7.2498626 -13.9102739 -23.1164006    0.5884885    2.4051866    0.1060395  

 

Next, data stationarity will be checked after differentiation has been carried out once, as 

shown in Figure 11. 

 

 
Figure 11. Augmented Dickey-Fuller Test Output of  

Data After Differentiation Once 

 

Based on Figure 11, the hypothesis is being tested as follows: 𝐻0 is Data is not stationary; 

and 𝐻1 is Data is stationary. Based on Figure 11, it was found that p-value = 0.01 < 𝛼 = 

0.05, so 𝐻0  was rejected. This means that at a significance level of 0.05, the data is 

stationary. 

f. Modeling the residuals of the regression model using ARIMA, as shown in Fiure 12 and 

Figure 13. 

 

 
Figure 12. ACF Residual Data that has been Differentiated Once 

Augmented Dickey-Fuller Test 

 

data:  Residue.dif1 

Dickey-Fuller = -6.8769, Lag order = 5, p-value = 0.01 

alternative hypothesis: stationary 
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Figure 13. PACF Residual Data that has been Differentiated Once 

 

Based on Figure 12 and Figure 13, it can be seen that the correlation value between data 

and lag, as in the picture above, does not decrease slowly, whereas in the ACF plot, a 

significant cutoff is obtained at the 1st lag, and in the PACF plot, it is found to be 

significant at lag 1. Based on the results of the exploration above, the models that can be 

formed sequentially are ARIMA (1, 1, 1), ARIMA (0, 1, 0), and ARIMA (0, 1, 1). 

g. ARIMA Modeling 

 

 
Figure 14. ARIMA (1,1,1) Code 

 

ARIMA (1,1,1) 
> modelx1 <- Arima(df$ID, xreg = 

cbind(df$Rainfall,df$PriceofRice), order = c(1,1,1), method = "ML") 

> modelx1 

Series: df$ID  

Regression with ARIMA(1,1,1) errors  

 

Coefficients: 

         ar1     ma1   xreg1   xreg2 

      0.4117  0.0486  -9e-04  -4e-04 

s.e.  0.1638  0.1753   7e-04   2e-04 

 

sigma^2 = 4.838:  log likelihood = -419.67 

AIC=849.35   AICc=849.67   BIC=865.61 

 

> lmtest::coeftest((modelx1)) 

z test of coefficients: 

 

         Estimate  Std. Error z value Pr(>|z|)   

ar1    0.41169717  0.16380491  2.5133  0.01196 * 

ma1    0.04864738  0.17527218  0.2776  0.78136   

xreg1 -0.00089227  0.00065913 -1.3537  0.17583   

xreg2 -0.00035511  0.00017465 -2.0333  0.04203 * 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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Based on Figure 14, it is found that there are parameters in the ARIMA (1, 1, 1) model 

that are not significant. This can be seen from the parameter, which has a value of Pr 

(>|z|) > 0.05. 

 

 
Figure 15. ARIMA(1,1,0) Code 

ARIMA (1,1,0) 
> modelx2 <- Arima(df$ID, xreg =cbind(df$Rainfall,df$PriceofRice), order = 

c(1,1,0), method = "ML")#terbaik 

> modelx2 

Series: df$ID  

Regression with ARIMA(1,1,0) errors  

 

Coefficients: 

         ar1   xreg1   xreg2 

      0.4525  -9e-04  -4e-04 

s.e.  0.0667   7e-04   2e-04 

 

sigma^2 = 4.815:  log likelihood = -419.71 

AIC=847.42   AICc=847.64   BIC=860.43 

> lmtest::coeftest((modelx2)) 

 

z test of coefficients: 

 

         Estimate  Std. Error z value  Pr(>|z|)     

ar1    0.45248458  0.06665691  6.7883 1.135e-11 *** 

xreg1 -0.00091186  0.00066089 -1.3797   0.16767     

xreg2 -0.00035464  0.00017589 -2.0162   0.04378 *   

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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Based on Figure 15, it is found that each parameter in the ARIMA (1, 1, 0) model is 

significant. This can be seen from the value of Pr (>|z|) < 0.05 for each parameter. 

 

 
Figure 16. ARIMA (0,1,1) Code 

 

Based on Figure 16, it is found that each parameter in the ARIMA (0,1,1) model is 

significant. This can be seen from the value of Pr(>|z|) < 0.05 for each parameter. Apart 

from the significance of the model parameter estimates, selecting the best model needs 

to be based on the smallest AIC value. There are two alternative models with all 

parameters that have a significant effect, namely the ARIMA (1,1,0) and ARIMA (0,1,1) 

models. The ARIMA (1,1,0) model has the lowest AIC value, so the ARIMA (1,1,0) model 

is chosen as the best model. 

h. Diagnostics Test 

1) Normality Test 

 

 
Figure 17. Asymptotic One-sample Kolmogorov-Smirnov Test Output 

ARIMA (0,1,1) 
> modelx3 <- Arima(df$ID, xreg = cbind(df$Rainfall,df$PriceofRice), order = 

c(0,1,1), method = "ML") 

> modelx3 

Series: df$ID  

Regression with ARIMA(0,1,1) errors  

 

Coefficients: 

         ma1   xreg1   xreg2 

      0.4074  -7e-04  -4e-04 

s.e.  0.0620   7e-04   2e-04 

 

sigma^2 = 4.947:  log likelihood = -422.28 

AIC=852.56   AICc=852.78   BIC=865.57 

> lmtest::coeftest((modelx3)) 

 

z test of coefficients: 

 

         Estimate  Std. Error z value  Pr(>|z|)     

ma1    0.40739234  0.06201549  6.5692 5.059e-11 *** 

xreg1 -0.00071899  0.00065185 -1.1030   0.27003     

xreg2 -0.00037100  0.00017468 -2.1238   0.03368 *   

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Asymptotic one-sample Kolmogorov-Smirnov test 

 

data:  Residue.arimax 

D = 0.098006, p-value = 0.05002 

alternative hypothesis: two-sided 
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Based on Figure 17, the hypothesis is being tested as follows: 𝐻0 is Residuals follow 

the normal distribution; 𝐻1 is Residuals do not follow the normal distribution. The 

obtained p-value = 0.05002  > 𝛼  = 0.05, which means 𝐻0  is accepted. So at a 

significance level of 0.05, it can be concluded that the residuals are normally 

distributed. 

2) Mean Value Test 

 

 
Figure 18. One Sample T-test Output 

 

Based on Figure 18, the hypothesis is being tested as follows: 𝐻0 is 𝜇 = 0 ; and 

𝐻1 is 𝜇 ≠ 0. The obtained p-value = 0.7485 > 𝛼 = 0.05, which means 𝐻0 is accepted. 

Therefore, at the significance level of 0.05, it can be concluded that the mean value of 

the residuals is equal to 0. 

3) Autocorrelation Test 

 

 
Figure 19. Box-Ljung Test Output 

 

Based on Figure 19, the hypothesis is being tested as follows: 𝐻0 is there is no 

autocorrelation. 𝐻1 is there is autocorrelation. The obtained p-value = 0.9321 > 𝛼 = 

0.05, which means 𝐻0 is accepted. 𝐻0 is accepted, and it can be concluded that there 

are no symptoms of autocorrelation. 

 

 

 

 

 

 

 

 

One Sample t-test 

 

data:  Residue.arimax 

t = -0.32112, df = 191, p-value = 0.7485 

alternative hypothesis: true mean is not equal to 0 

95 percent confidence interval: 

-0.3602368  0.2593655 

sample estimates: 

 mean of x  

-0.05043564  

 

Box-Ljung test 

 

     data:  Residue.arimax 

     X-squared = 0.0072634, df = 1, p-value = 0.9321 
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i. Comparing the ARIMA (1, 1, 0) model calculation results with original data as shown in 

Figure 20 and Figure 21. 

 

 
Figure 20. Original Data Vs. ARIMA (1,1,0) Data Forecast 

 

 
Figure 21. Original Data Vs. ARIMA (1,1,0) Data Forecast 2023 

 

From Figure 20 and Figure 21, it can be seen that the ARIMA (1, 1, 0) model gives quite 

good results, as seen from the ARIMA model prediction line, which tends to run in 

harmony with the original data. 

j. Accuracy 

 

Table 4. Accuracy of ARIMAX (1,1,0) 

No. Accuracy Measurement Forecasting 
1 SSE 905.144121 
2 MSE 4.714292 
3 RMSE 2.171242 
4 MAD 1.124557 

   

Based on Table 4, although the ARIMAX (1, 1, 0) model shows good visual performance, 

evaluation based on accuracy metrics shows considerable errors. The sum of squared 

errors (SSE) value of 905.144121 indicates a significant level of error in the model 

predictions. 

 

3. ARIMA Model without Exogenous Variables 

At this stage, the data that is considered is the ID time series data. First of all, the 

stationarity of the ID data will be checked. Based on Augmented Dickey-Fuller Test Output of 

ID Data, it was found that p-value = 0.2331 > 𝛼 = 0.05. This means that at a significance level of 

0.05, the data is not stationary. To overcome this non-stationarity, differencing is necessary. 

Next, the stationarity of the differencing ID data will be checked, as shown in Figure 22.  
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Figure 22. Augmented Dickey-Fuller Test Output Differencing ID Data 

 

Based on Figure 22, the following are obtained: 𝐻0 is Data is not stationary; and 𝐻1 is Data 

is stationary. Based on Figure 22, it was found that p-value = 0.1 < 𝛼  = 0.05, so 𝐻0  is not 

accepted. This means that at a significance level of 0.05, the data is stationary. Furthermore, 

based on the exploration results of the ACF and PACF plots, the models that can be formed 

sequentially are ARIMA(1,1,1), ARIMA(1,1,0), and ARIMA(0,1,1). ARIMA (1, 1, 0) was obtained 

as the best model because it had the smallest AIC value. Next, the accuracy of the ARIMA model 

(1,1,0) is given in Table 5. 

Table 5. Accuracy of ARIMA (1,1,0) 

No. Accuracy Measurement Forecasting 
1 SSE 935.742476 
2 MSE 4.873659 
3 RMSE 2.207636 
4 MAD 1.081151 

 

Based on Table 5, although the ARIMA (1, 1, 0) model shows good visual performance, 

evaluation based on accuracy metrics shows considerable errors. The sum of squared errors 

(SSE) value of 935.742476 indicates a significant level of error in the model predictions. 

 

4. ARIMA VS ARIMAX 

The error or accuracy value will be used to compare the two methods. Table 6, which 

contains the error values for each model, can be seen as shown in Table 6. 

 

Table 6. ARIMA (1,1,0) VS ARIMAX (1,1,0) 

Model SSE MSE RMSE MAD 
ARIMA (1,1,0) 935.742476 4.873659 2.207636 1.081151 
ARIMAX (1,1,0) 905.144121 4.714292 2.171242 1.124557 

 

Next, the model is selected that has the smallest error or accuracy value. From Table 6, it 

can be seen that the ARIMAX (1,1,0) model as a whole has a smaller error value than the ARIMA 

model (1,1,0). Therefore, based on the error value, the ARIMAX (1,1,0) model has a better model 

than the ARIMA (1,1,0) model. 

 

5. Forecasting 

In the next stage, forecasting is carried out for the next 3 months with 10,000 simulations 

with ARIMAX (1,1,0) model. The step of taking the simulation more than once is carried out to 

obtain results with small errors. The results obtained are presented in Table 7 as follows. 

 

Augmented Dickey-Fuller Test 

 

data:  data.dif1 

Dickey-Fuller = -6.7366, Lag order = 5, p-value = 0.01 

alternative hypothesis: stationary 
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Table 7. Forecasting for The Next 3 Months with 10,000 Simulations 

 [,1] [,2] [,2] 
[1,] 21.98463 22.55523 22.63905 
[2,] 21.98463 22.55523 22.63905 
[3,] 21.98463 22.55523 22.63905 
[4,] 21.98463 22.55523 22.63905 
[5,] 21.98463 22.55523 22.63905 
[6,] 21.98463 22.55523 22.63905 
[7,] 21.98463 22.55523 22.63905 
[8,] 21.98463 22.55523 22.63905 
[9,] 21.98463 22.55523 22.63905 

[10,] 21.98463 22.55523 22.63905 

 

The results based on Table 7 show that after carrying out the simulation 10,000 times, the 

model still produces consistent predictions. Once the ARIMA model has been configured and 

fitted to the data, its predictions will depend on the parameters estimated from the given time 

series. If, in the 10,000 simulations, there are no significant changes to the structure or basic 

properties of the time series, these parameters remain relatively stable. 

 

Table 8. Original ID Data from January 2008 to December 2023  

vs Forecasting ID Data from January to March 2024 

2008 
Jan Feb Mar Apr May Jun 

42.03 34.37 20.22 -3.51 -1.83 -0.26 
2023 

Jul  Aug Sep Oct Nov Dec 

10.65  12.76  15.92 18.74  19.67 20.73 
2024 

Jan Feb Mar 
21.98463 22.55523 22.63905 

 

Based on Table 8, this indicates that the value obtained is quite accurate based on the data 

analysis processes that have been carried out. The results of the prediction model analyzed 

have a better model compared to previous research on forecasting with the ARIMA model 

(Yulianti, S.R. et al., 2023). Previous research did not pay attention to exogenous factors, so 

external factors, in this case, weather changes, were not well accommodated, so the model built 

in previous research had a larger error value compared to the model built in this research. 

 

D. CONCLUSION AND SUGGESTIONS 

Data forecasting with ARIMAX (1,1,0) shows good visual performance and metric accuracy, 

although it shows quite large errors with SSE 905.144121, MSE 4.714292, RMSE 2.171242, and 

MAD 1.124557. This result is much better than the ARIMA (1,1,0) model and previous research, 

which was carried out without considering exogenous factors, so it had a larger error value. 

Even though the ARIMAX Model (1,1,0) has a much better error value than the ARIMA Model 

(1,1,0), the error level is still quite large, so there is still quite a lot of uncertainty in the 

predictions. The results of this research analysis can be a benchmark for the level of agricultural 

productivity in the future and can be used by the relevant government to determine agricultural 
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insurance premiums appropriately. The author hopes that future researchers can increase 

accuracy by investigating other exogenous factors to further minimize the error value. 
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