**Regresi Median Pada Copula Bivariat**

**Geraldus Anggoro Rinadi1, Leopoldus Ricky Sasongko, M.Si2, Dr. Bambang Susanto, MS 3**

1Matematika, Universitas Kristen Satya Wacana Salatiga, 662015010@student.uksw.edu

2Matematika, Universitas Kristen Satya Wacana Salatiga, leopoldus.sasongko@staff.uksw.edu

3Matematika, Universitas Kristen Satya Wacana Salatiga, bambang.susanto@staff.uksw.edu

|  |  |  |
| --- | --- | --- |
| **INFO ARTIKEL** |  | **ABSTRAK** |
| ***Riwayat Artikel:***Diterima: 7-12-2018Disetujui: 4-1-2019 |  | **Abstrak**:Analisis regresi adalah analisis yang sering digunakan dalam segala bidang yang bertujuan untuk memodelkan hubungan antara dua jenis variabel tak bebas dengan satu atau variabel bebas. Regresi linier masih memiliki beberapa kekurangan, maka dari untuk mengatasinya dengan regresi median. Copula dapat digunakan untuk mendeteksi hubungan data bivariat dengan peubah-peubah yang berbeda. Hasil penelitian menunjukkan kurva kuantil bersyarat terbaik berdasarkan *MSE* terkecil Data I yaitu copula Plackett sebesar 0.8650. Sedangkan nilai *MSE* terkecil Data II yaitu copula Gaussian sebesar 0.3954. Nilai *MSE* terkecil Data III yaitu copula Frank sebesar 0.5575. Terakhir, nilai *MSE* terkecil Data IV yaitu copula Clayton sebesar 0.3190.***Abstract:***Regression analysis is an analysis that is often used in all fields which aims to model the relationship between two types of non-dependent variables with one or independent variables. Linear regression still has several drawbacks, so to overcome this by median regression. Copula can be used to detect bivariate data relations with different variables. The results showed that the best conditional curves based on the smallest MSE of Data I were Plackett copula of 0.8650. While the smallest MSE value is Data II, which is a Gaussian population of 0.3954. The smallest MSE value of Data III is Frank copula of 0.5575. Finally, the smallest MSE value is Data IV which is copula Clayton of 0.3190. Regression analysis is an analysis that is often used in all fields that aims to model the relationship between two types of non-independent variables with one or independent variables. Linear regression still has several drawbacks, so to overcome this by median regression. Copula can be used to detect bivariate data relations with different variables. The results showed that the best conditional curves based on the smallest MSE of Data I were Plackett copula of 0.8650. While the smallest MSE value is Data II, which is a Gaussian population of 0.3954. The smallest MSE value of Data III is Frank copula of 0.5575. Finally, the smallest MSE value for Data IV is copula of Clayton at 0.3190. |
| ***Kata Kunci:***Analisis RegresiCopulaKurva Kuantil BersyaratRegresi Median |

—————————— ◆ ——————————

1. **LATAR BELAKANG**

Analisis yang dapat digunakan untuk mempelajari keterhubungan antar dua peubah acak adalah analisis regresi, salah satu regresi yang dikenal adalah regresi linier. Salah satu kegunaan regresi linier adalah untuk melakukan prediksi di nilai-nilai tertentu berdasarkan data-data yang dimiliki. Hubungan di antara peubah-peubah dalam model regresi linier dinyatakan dalam fungsi linier. Dengan kata lain, dalam regresi linier, keterhubungan antar dua peubah acak digambarkan oleh garis linier yang merupakan fungsi linier peubah satu terhadap yang lain.

Syarat perlu yang ada dalam regresi linier adalah (a) data dan *error* meng-ikuti distribusi Normal (Gaussian), (b) variansi *error* konstan (*homoskedastisitas*), (c) tidak ada multikolinieritas, (d) tidak ada autokorelasi pada data (Uthami IAP, 2013) yang mana beberapa syarat tersebut muncul sebagai akibat penerapan model distribusi bivariat Normal untuk dua peubah acak yang diregresikan (Bertsekas DP, 2008). Karena syarat tersebut, metode lain yang dapat digunakan untuk analisis keterhubungan dua peubah acak dibutuhkan guna menjadi metode alternatif jika syarat perlu dalam regresi linier tidak terpenuhi, seperti *error* tidak berdistribusi Normal atau variansi *error* tak konstan (*heteroskedastisitas*).

Penelitian ini membahas metode alternatif yang dapat digunakan untuk analisis keterhubungan antar dua peubah acak melalui *regresi median* yang mana dalam hal ini diperoleh dengan melibatkan distribusi bivariat yang disebut *copula*. Copula merupakan suatu fungsi distribusi bivariat yang khusus dan unik. Suatu fungsi distribusi bivariat dapat dibentuk dari suatu copula sebagai akibat dari Teorema Sklar (Nelsen, 2006). Menurut Tse (2009), teorema Sklar menawarkan copula sebagai solusi perolehan suatu fungsi distribusi bivariat yang memiliki ke-lebihan yaitu (a) perolehan banyak pilihan fungsi distribusi bivariat melalui copula, (b) dapat membentuk fungsi distribusi bivariat dengan marginal-marginal dari keluarga distribusi yang tidak perlu sama, dan (c) copula dapat menggambarkan berbagai macam keterhubungan antar dua peubah acak dengan jelas. Fungsi copula yang dibahas pada penelitian ini adalah copula Gaussian, copula Frank, copula Clayton, dan copula Plackett. Keunggulan lain dari copula adalah bahwa copula tidak ketat terhadap asumsi sebaran berdistribusi tertentu, dapat menjelaskan hubungan tak linier, mudah membangun sebaran bersamanya melalui marginal dari peubah acak yang tidak perlu berasal dari keluarga distibusi yang sama.

Adapun dalam penelitian ini membahas kurva kuantil median yang selanjut-nya disebut regresi median pada copula-copula yang telah disebutkan. Regresi median dari suatu copula bivariat, yang diperoleh dari kurva kuantil bersyarat pada kuantil median, mampu menganalisis keterhubungan dua peubah acak yang tidak linier sehingga cakupan analisis keterhubungan dua peubah acak menjadi lebih luas, tidak hanya berkisar pada keterhubungan yang linier.

1. **TINJAUAN PUSTAKA**
2. **Copula**

Copula (bivariat) adalah suatu fungsi distribusi bivariat dengan marginal-marginalnya berdistribusi seragam di . Suatu copula dinyatakan oleh

untuk peubah acak dan yang masing-masing berdistribusi seragam di . Menurut teorema Sklar (Nelsen, 2006), fungsi distribusi bivariat dan dapat dinyatakan oleh

untuk suatu copula .

**Koefisien Korelasi Pearson dari Dua Peubah Acak**

Korelasi Pearson (*Pearson rank correlation*) adalah ukuran keterhubungan linier dua peubah. Ukuran keterhubungan ini biasanya dinotasikan oleh . Untuk dua peubah acak bivariat , memiliki titik sampel sebanyak yaitu , , ..., , korelasi Pearson dihitung oleh

**Kendall’s *Tau* dari Dua Peubah Acak dan Suatu Copula**

Menurut Nelsen (2006), Kendall’s *tau* untuk dan dalam kaitannya dengan suatu copula dan berdasarkan persamaan dimana merupakan interval x adalah

**Spearman’s *Rho***

Berdasarkan Nelsen (2006), Spearman’s *rho*  untuk dan dalam kaitannya dengan suatu copula dan berdasarkan persamaan adalah

Fungsi densitas peluang bersyarat yaitu dan dalam kaitannya dengan copula adalah

lalu fungsi distribusi bersyarat yaitu dan dalam kaitannya dengan copula diperoleh dari

**Simulasi Pembangkitan Bilangan Acak Bivariat Menggunakan Copula (Sasongko, 2014)**

Pembangkitan bilangan acak bivariat dari suatu fungsi distribusi bivariat bukan suatu hal yang mudah karena bilangan acak bivariat tersebut harus dibangkitkan secara bersama-sama.

Prosedur untuk membangkitkan bilangan acak bivariat dari suatu fungsi distribusi bivariat dengan menggunakan copula berdasarkan persamaan . terlebih dahulu pandang bahwa fungsi adalah fungsi dalam , misal dan , maka

***Parametric Bootstrap* untukUkuran Statistik *Cramer-von Mises* Guna Uji Kecocokan Copula (Sasongko, 2014)**

Ukuran statistik dan *p-value* *Cramer-von Mises* () dapat diperoleh melalui metode simulasi *parametric bootstrap.* Algoritma simulasi *Parametric Bootstrap* tersebut dijabarkan sebagai berikut:

Diketahui data bivariat sebanyak pasang yaitu , Untuk bilangan bulat positif sangat besar,

1. Bangkitkan sampel acak bivariat , , dari suatu distribusi bivariat atau Copula
2. Hitung fungsi

 yang mana menyatakan banyak data bivariat dengan dan ,

1. Untuk , hitung
2. Untuk , ulangi poin 1 sampai poin 3, ke poin 5 jika ,
3. Hitung yaitu atau , yang mana adalah fungsi bernilai 1 untuk dan 0 untuk lainnya.

Parameter pada nomor 3, baik fungsi di ruas kiri atau kanan, dapat diperoleh berdasarkan kaitannya dengan ukuran keterhubungan (korelasi *Pearson, Kendall, atau Spearman*) pada data. Uji kecocokan data bivariat terhadap suatu distribusi bivariat atau fungsi copula dapat dilakukan berdasarkan statistik *Cramr von Misses* dengan dibantu simulasi *parametric bootstrap* seperti yang telah dijelaskan.

1. **Regresi Median**

Misalkan merupakan suatu fungsi dari solusi penyelesaian pada

untuk kuantil , maka adalah kurva kuantil , bersyarat . Fungsi diperoleh melalui suatu distribusi bivariat dengan . Fungsi dapat diestimasi dari fungsi distribusi bivariat yang diketahui/dikenal atau melalui *copula*, yang mana kaitannya dengan copula dinyatakan oleh persamaan . Fungsi dapat diperoleh melalui

1. **Copula Gaussian**

Bentuk umum dari Copula Gaussian adalah

Fungsi properti bersyarat dari Copula Gaussian ditunjukkan oleh

Sedangkan kurva kuantil bersyarat dari Copula Gaussian adalah sebagai berikut (Bernard dan Czado, 2014)

Regresi mediannya adalah

1. **Copula Frank**

Bentuk umum copula Frank adalah (Nelsen, 2006)

Dengan fungsi properti bersyarat copula Frank memiliki bentuk sebagai berikut

Fungsi kurva kuantil bersyarat dari copula Frank memiliki bentuk sebagai berikut (Bernard dan Czado, 2014)

Regresi mediannya adalah

Selanjutnya persamaan Kendall’s *tau* dari copula Frank dinyatakan oleh

1. **Copula Clayton**

Bentuk umum dari copula Clayton adalah (Nelsen, 2006)

Fungsi properti bersyarat copula Clayton memiliki bentuk sebagai berikut

Fungsi kurva kuantil bersyarat dari copula Clayton memiliki bentuk sebagai berikut (Bernard dan Czado, 2014)

Regresi mediannya adalah

Selanjutnya persamaan Kendall’s *tau* dari copula Clayton dinyatakan oleh

1. **Copula Plackett**

Copula Plackett memiliki bentuk umum yang dapat didefinisikan sebagai berikut (Nelsen, 2006)

Fungsi bersyarat copula Plackett mempunyai bentuk sebagai berikut:

Sedangkan fungsi kurva kuantil bersyarat dari copula Plackett adalah sebagai berikut (Bernard dan Czado, 2014)

Regresi mediannya adalah

Berdasarkan Nelsen (2006), diperoleh Spearman’*s* rho melalui copula Plackett dinyatakan oleh

1. **Validasi Kurva Regresi Median**

Dalam menentukan kesalahan tersebut dapat kita ukur dengan menggunakan ukuran *error*. Dalam penelitian ini, *error* diukur melalui *Mean Square Error* (MSE) yangdapat dihitung dengan persamaan:

1. **METODE PENELITIAN**
	* + 1. **Studi Pustaka**

Langkah pertama yang dilakukan penulis adalah melakukan studi pustaka dengan mencari referensi teori dan penilitian terdahulu yang berhubungan dengan penelitian penulis. Referensi diperoleh dari berbagai sumber seperti makalah jurnal, prosiding, dan pustaka lainnya.

* + - 1. **Simulasi Data**

Data yang digunakan dalam penelitian ini adalah data simulasi yang diper-oleh melalui Program R. Data tersebut dibangkitkan untuk selanjutnya dilakukan analisis-analisis dan pengujian dalam penelitian. Banyak data yang dibangkitkan adalah 100 (seribu) untuk tiap copula yang dibahas dalam penelitian yaitu copula Gaussian, Frank, Clayton, dan Plackett.

* + - 1. **Pengolahan Data**

Pengolahan data dilakukan sebagai berikut:

1. Data simulasi diperoleh dari pembangkitan bilangan acak bivariat pada setiap copula dengan marginal-marginal normal baku.
2. Data terbagi dalam empat yaitu Data I hingga Data IV yang akan dianalisis.
3. Mengukur keterhubungan data yang sudah dibangkitkan dengan mengguna-kan Kendall’s *Tau*, Spearman’s *Rho*, dan korelasi Pearson.

Pengolahan data bertujuan untuk mempermudah dalam melakukan analisis data.

* + - 1. **Analisis Data**

Setelah pengolahan data dilakukan analisis data dengan langkah-langkah sebagai berikut:

1. Menggambarkan dan melakukan analisis sederhana dengan menghitung korelasi pada Data I yang dipasangkan secara bivariat.
2. Estimasi parameter model distribusi bivariat atau copula berdasarkan korelasi Kendall’s *Tau*, Spearman’s *Rho*, dan korelasi Pearson.
* Estimasi parameter dari copula Gaussian diperoleh dari persamaan pada bab II.
* Estimasi parameter dari copula Frank diperoleh dari persamaan pada bab II secara numerik.
* Estimasi parameter dari copula Clayton diperoleh dari persamaan pada bab II.
* Estimasi parameter dari copula Plackett diperoleh dari persamaan pada bab II secara numerik.
1. Uji kecocokan data bivariat (Data I) terhadap model distribusi bivariat atau copula untuk mencari nilai dan berdasarkan statistik uji *Cramr von Misses* dan dibantu dengan simulasi parametrik *bootstrap*.
2. Mengulangi analisis pada III.3 sampai dengan III.4 untuk memperoleh kurva kuantil bersyarat, termasuk regresi median, terhadap Data II, Data III, dan Data IV.
3. Penentuan model regresi median terbaik berdasarkan *Mean Square Error* (MSE) terkecil untuk tiap data (Data I sampai dengan Data IV).
	* + 1. **Perolehan Hasil dan Pembahasan**

Pada bagian ini akan dihasilkan analisis median pada copula yang terbaik untuk menjelaskan regresi median pada copula bivariat.

1. **HASIL DAN PEMBAHASAN**
	* + 1. **Data I**

Hasil pembangkitan bilangan acak untuk Data I diperoleh dari copula Plackett dengan dan ditampilkan oleh *scatterplot* Gambar 1.



**Gambar 1.** *Scatterplot* Data I dalam dan

* + - * 1. Ukuran Keterhubungan Data I

Ukuran keterhubungan digunakan untuk mengetahui arah hubungan antar dua peubah. Ukuran keterhubungan Kendall’s *tau,* Spearman dan Pearson disajikan pada Tabel I

TABEL I

KORELASI KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA I

|  |  |
| --- | --- |
| Sampel Bivariat | Ukuran keterhubungan |
| Kendall’s *tau*  | Spearman’s *rho* | Korelasi Pearson |
| Data I |  |  |  |

Setelah diperoleh nilai keterhubungan, selanjutnya mencari nilai parameter pada setiap copula yang digunakan dalam penelitian ini. Hasil estimasi parameter copula disajikan pada Tabel II

TABEL II

PARAMETER KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA I

|  |  |  |  |
| --- | --- | --- | --- |
| Data |  |  |  |
| Frank | Clayton | Gaussian | Plackett |
| Data I | 2.05154 | 0.5607863 | 0.282828 | 2.629903 |

Berdasarkan hasil estimasi parameter Copula, perolehan pada copula Plackett tidak jauh berbeda dengan hasil pembangkitan data yaitu 2.629903. Maka dari itu dugaan awal untuk Data I adalah copula Plackett.

* + - * 1. Kurva Kuantil Bersyarat dan Median untuk Data I

Pada bagian sebelumnya sudah diperoleh nilai parameter dari copula Plackett, maka selanjutnya akan dilakukan analisis kurva kuantil bersyarat. Analisis kurva kuantil bersyarat dilakukan untuk copula Plackett. Dari copula dipilih peubah-peubah yang mempunyai nilai *Mean Square Error (MSE)* terkecil. Untuk mengetahui kurva kuantil bersyarat mana yang mempunyai nilai *Mean Square Error (MSE)* terkecil maka akan dianalisis dengan menggunakan ukuran *Mean Square Error (MSE)*.

TABEL III

NILAI MSE DARI REGRESI MEDIAN PADA SETIAP COPULA DARI DATA I

|  |  |
| --- | --- |
| Jenis Copula | MSE ( |
| Data I |
| Gaussian | 0.8866 |
| Frank | 0.8658 |
| Clayton | 0.9875 |
| Plackett | 0.8650 |

Berdasarkan hasil perhitungan nilai *Mean Square Error* (diperoleh bahwa kurva kuantil bersyarat yang terbaik dari Data I adalah copula Plackett karena memiliki nilai *Mean Square Error* (terkecil dibandingkan dengan jenis copula yang lainnya dapat dilihat pada Tabel III.Sehingga dapat dikatakan bahwa kurva kuantil bersyarat dari Data I memiliki kurva kuantil bersyarat terbaik yaitu copula Plackett.

* + - 1. **Data II**

Hasil pembangkitan bilangan acak untuk Data II diperoleh dari copula Gaussian dengan dan ditampilkan oleh *scatterplot* Gambar 2.



**Gambar 2.** *Scatterplot* Data II dalam dan

* + - * 1. Ukuran Keterhubungan Data II

Ukuran keterhubungan digunakan untuk mengetahui arah hubungan antar dua peubah. Ukuran keterhubungan Kendall’s *tau,* Spearman dan Pearson disajikan pada Tabel IV

TABEL IV

KORELASI KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA II

|  |  |
| --- | --- |
| Sampel Bivariat | Ukuran keterhubungan |
| Kendall’s *tau* | Spearman’s *rho* | Korelasi Pearson |
| Data II |  |  |  |

Setelah diperoleh nilai keterhubungan, selanjutnya mencari nilai parameter pada setiap copula yang digunakan dalam penelitian ini. Hasil estimasi parameter copula disajikan pada Tabel IV

TABEL V

PARAMETER KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA II

|  |  |  |  |
| --- | --- | --- | --- |
| Data |  |  |  |
| Frank | Clayton | Gaussian | Plackett |
| Data II | -7.791 | -0.746 | -0.773 | 0.046 |

Berdasarkan hasil estimasi parameter Copula, perolehan pada copula Gaussian tidak jauh berbeda dengan hasil pembangkitan data yaitu -0.773. Maka dari itu dugaan awal untuk Data II adalah copula Gaussian.

* + - * 1. Kurva Kuantil Bersyarat dan Median untuk Data II

Pada bagian sebelumnya sudah diperoleh nilai parameter dari copula Gaussian, maka selanjutnya akan dilakukan analisis kurva kuantil bersyarat. Analisis kurva kuantil bersyarat dilakukan untuk copula Gaussian. Dari copula dipilih peubah-peubah yang mempunyai nilai *Mean Square Error (MSE)* terkecil. Untuk mengetahui kurva kuantil bersyarat mana yang mempunyai nilai *Mean Square Error (MSE)* terkecil maka akan dianalisis dengan menggunakan ukuran *Mean Square Error (MSE )*.

TABEL VI

NILAI MSE DARI REGRESI MEDIAN PADA SETIAP COPULA DARI DATA II

|  |  |
| --- | --- |
| Jenis Copula | MSE ( |
| Data II |
| Gaussian | 0.3954 |
| Frank | 0.4062 |
| Clayton | 0.4259 |
| Plackett | 0.4046 |

Berdasarkan hasil perhitungan nilai *Mean Square Error (MSE)* diperoleh bahwa kurva kuantil bersyarat yang terbaik dari Data II adalah copula Gaussian karena memiliki nilai *Mean Square Error (MSE)* (terkecil dibandingkan dengan jenis copula yang lainnya dapat dilihat pada Tabel VI.Sehingga dapat dikatakan bahwa kurva kuantil bersyarat dari Data II memiliki kurva kuantil bersyarat terbaik yaitu copula Gaussian.

* + - 1. **Data III**

Hasil pembangkitan bilangan acak untuk Data III diperoleh dari copula Frank dengan dan ditampilkan oleh *scatterplot* Gambar 3.



**Gambar 3.** *Scatterplot* Data III dalam dan

* + - * 1. Ukuran Keterhubungan Data III

Ukuran keterhubungan digunakan untuk mengetahui arah hubungan antar dua peubah. Ukuran keterhubungan Kendall’s *tau,* Spearman dan Pearson disajikan pada Tabel VII

TABEL VII

KORELASI KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA III

|  |  |
| --- | --- |
| Sampel Bivariat | Ukuran keterhubungan |
| Kendall’s *tau*  | Spearman’s *rho* | Korelasi Pearson |
| Data III |  |  |  |

Setelah diperoleh nilai keterhubungan, selanjutnya mencari nilai parameter pada setiap copula yang digunakan dalam penelitian ini. Hasil estimasi parameter copula disajikan pada Tabel VIII

TABEL VIII

PARAMETER KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA III

|  |  |  |  |
| --- | --- | --- | --- |
| Data |  |  |  |
| Frank | Clayton | Gaussian | Plackett |
| Data III | 4.660 | 1.538 | 0.575 | 8.375 |

Berdasarkan hasil estimasi parameter Copula, perolehan pada copula Frank tidak jauh berbeda dengan hasil pembangkitan data yaitu 4.660. Maka dari itu dugaan awal untuk Data III adalah copula Frank.

* + - * 1. Kurva Kuantil Bersyarat dan Median untuk Data III

Pada bagian sebelumnya sudah diperoleh nilai parameter dari copula Frank, maka selanjutnya akan dilakukan analisis kurva kuantil bersyarat. Analisis kurva kuantil bersyarat dilakukan untuk copula Frank. Dari copula dipilih peubah-peubah yang mempunyai nilai *Mean Square Error (MSE)* terkecil. Untuk mengetahui kurva kuantil bersyarat mana yang mempunyai nilai *Mean Square Error (MSE)* terkecil maka akan dianalisis dengan menggunakan ukuran *Mean Square Error (MSE)*.

TABEL IX

NILAI MSE DARI REGRESI MEDIAN PADA SETIAP COPULA DARI DATA III

|  |  |
| --- | --- |
| Jenis Copula | MSE ( |
| Data III |
| Gaussian | 0.5708 |
| Frank | 0.5575 |
| Clayton | 0.6001 |
| Plackett | 0.5634 |

Berdasarkan hasil perhitungan nilai *Mean Square Error (MSE)* diperoleh bahwa kurva kuantil bersyarat yang terbaik dari Data III adalah copula Frank karena memiliki nilai *Mean Square Error (MSE)* (terkecil dibandingkan dengan jenis copula yang lainnya dapat dilihat pada Tabel XI.Sehingga dapat dikatakan bahwa kurva kuantil bersyarat dari Data III memiliki kurva kuantil bersyarat terbaik yaitu copula Frank.

* + - 1. **Data IV**
* Hasil pembangkitan bilangan acak untuk Data IV diperoleh dari copula Clayton dengan dan ditampilkan oleh *scatterplot* Gambar 4.



**Gambar 4.** *Scatterplot* Data IV dalam dan

* + - * 1. Ukuran Keterhubungan Data IV
* Ukuran keterhubungan Korelasi Kendall’s *Tau*, Spearman’s *Rho*, dan Pearson disajikan pada Tabel X.

TABEL X

KORELASI KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA IV

|  |  |
| --- | --- |
| Sampel Bivariat | Ukuran keterhubungan |
| Kendall’s *tau*  | Spearman’s *rho* | Pearson |
| Data IV |  |  |  |

Setelah diperoleh nilai keterhubungan, selanjutnya mencari nilai parameter pada setiap copula yang digunakan dalam penelitian ini. Hasil estimasi parameter copula disajikan pada Tabel XI.

TABEL XI

PARAMETER KENDALL’S *TAU*, SPEARMAN’S *RHO*, DAN KORELASI PEARSON UNTUK DATA IV

|  |  |  |  |
| --- | --- | --- | --- |
| Data |  |  |  |
| Frank | Clayton | Gaussian | Plackett |
| Data IV | 6.386 | 2.289 | 0.746 | 12.869 |

Berdasarkan hasil estimasi parameter Copula, perolehan pada copula Clayton tidak jauh berbeda dengan hasil pembangkitan data yaitu 2.289428. Maka dari itu dugaan awal untuk Data IV adalah copula Clayton.

* + - * 1. Kurva Kuantil Bersyarat dan Median untuk Data IV

Pada bagian sebelumnya sudah diperoleh nilai parameter dari copula Clayton, maka selanjutnya akan dilakukan analisis kurva kuantil bersyarat. Analisis kurva kuantil bersyarat dilakukan untuk copula Clayton. Dari copula dipilih peubah-peubah yang mempunyai nilai *Mean Square Error (MSE)* terkecil. Untuk mengetahui kurva kuantil bersyarat mana yang mempunyai nilai *Mean Square Error (MSE)* terkecil maka akan dianalisis dengan menggunakan ukuran *Mean Square Error (MSE)*.

TABEL XII

NILAI MSE DARI REGRESI MEDIAN PADA SETIAP COPULA DARI DATA IV

|  |  |
| --- | --- |
| Jenis Copula | MSE ( |
| Data IV |
| Gaussian | 0.3602 |
| Frank | 0.3818 |
| Clayton | 0.3190 |
| Plackett | 0.3720 |

Berdasarkan hasil perhitungan nilai *Mean Square Error (MSE)* diperoleh bahwa kurva kuantil bersyarat yang terbaik dari Data IV adalah copula Clayton karena memiliki nilai *Mean Square Error (MSE)* (terkecil dibandingkan dengan jenis copula yang lainnya dapat dilihat pada Tabel XII.Sehingga dapat dikatakan bahwa kurva kuantil bersyarat dari Data IV memiliki kurva kuantil bersyarat terbaik yaitu copula Clayton.

1. **SIMPULAN DAN SARAN**
	* + 1. Kesimpulan

Beberapa hal yang dapat ditarik kesimpulan dalam penelitian ini antara lain:

1. Keterhubungan dua peubah acak yang diukur melalui Kendall’s *tau,* Spearman’s *rho*, dan korelasi Pearson dapat menentukan parameter copula.
2. Model copula dapat diperoleh melalui uji kecocokan ukuran statistik *Cramer von Misses* () berdasarkan melalui simulasi *parametric bootsrap.*
3. Melalui properti bersyarat copula dapat ditentukan kurva kuantil dan regresi median untuk setiap copula.
4. Kurva kuantil bersyarat terbaik yang terpilih berdasarkan nilai *Mean Square Error (MSE)* yang terkecil untuk Data I yaitu model copula Plackett sebesar 0,8650. Sedangkan nilai *Mean Square Error (MSE)* terkecil untuk Data II yaitu model copula Gaussian sebesar 0,3954. Nilai *Mean Square Error (MSE)* terkecil untuk Data III yaitu pada model copula Frank sebesar 0,5575. Terakhir, nilai *Mean Square Error (MSE)* terkecil untuk Data IV yaitu model copula Clayton sebesar 0,3190.
	* + 1. Saran

Dalam penelitian ini hanya membahas lima jenis copula, padahal saat ini sudah terdapat puluhan jenis copula dengan karakteristik yang berbeda. Mungkin dalam penelitian yang lain dilakukan pengembangan dengan diperluas penggunaan jenis copula.
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