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ABSTRACT

Article History: In this paper, an asymptotic distribution of the estimator for the variance function
Received :29-07-2022 of a compound periodic Poisson process with power function trend is discussed.
Revised :24-09-2022 The periodic component of this intensity function is not assumed to have a certain
Acc,epted +05-10-2022 parametric form, except it is a periodic function with known period. The slope of
Online : 08-10-2022 . . . . .

power function trend is assumed to be positive, but its value is unknown. The
objectives of this research are to modify the existing variance function estimator

g:{v‘év: ;:Srsl'ction; and to determine its asymptotic distribution. This research begins by modifying the
Estimator: formulation of the variance function estimator. After the variance function is
Compound Periodic; obtained, the research is continued by determining the asymptotic distribution of
Poisson Process; the variance function estimator of the compound periodic Poisson process with a
Asymptotic Distribution. power function trend. The first result is modification of existing estimator so that

its asymptotic distribution can be determined. The main result is asymptotic
normality of the estimator of variance function of a compound periodic Poisson
process with power function trend.
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A. INTRODUCTION

In this paper, we discuss asymptotic distribution of an estimator for the variance function
of a compound periodic Poisson process with power function trend. The periodic Poisson
process is a nonhomogeneous Poisson process whose intensity function is a periodic function
(Mangku, 2001). Some fields that apply the periodic Poisson process include the fields of health
and medicine (Lewis, 1971), finance (Engle, 2000), and communication (Belitser et al., 2015).
A compound Poisson process is a summation of sequence of independent and identically
distributed (i.i.d.) random variables having a certain distribution, where the number of
variables is a Poisson random variable (Mangku, 2017). Several applications of the compound
Poisson process include in the field of physics, namely the application of the theory of the
development of electron avalanches (Byrne, 1969), demography, namely the application of
death reporting (Kegler, 2007), seismology, which is the application to the sequence of
aftershocks (Ozel & Inal, 2008), finance and insurance, namely the application of risk (Bening
& Korolev, 2002), as well as biology i.e. modeling the number of dicentrics (Puig & Barquinero,
2011).
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The scope of the compound inhomogeneous Poisson process is very broad, so the study
begins with a special form of the inhomogeneous Poisson process, namely the compound
periodic Poisson process. A compound periodic Poisson process is a process in which the
Poisson component has a periodic intensity function. Research on estimating the expected
value function and variance in a compound periodic Poisson process is reported in (Ruhiyat et
al,, 2013), (Mangku & Purnaba, 2014) and (Makhmudabh et al., 2016). After that the study was
expanded by considering the presence of trends, in the compound periodic Poisson process has
a trend function. Research on estimating the expected value function and variance function in
a compound periodic Poisson process with a linear function trend has been reported in
(Wibowo et al.,, 2017) and (Abdullah et al., 2017). Several related studies can be found in
(Mangku et al., 2016) and (Prasetya et al,, 2017), and estimators of the expected value function
and variance function on a compound periodic Poisson process with a power function trend
have been reported in (Sari et al,, 2016) and (Fajri, 2018). Furthermore, to find the asymptotic
distribution of the compound periodic Poisson process variance function estimator with a
power function trend, it is necessary to modify the variance function estimator to make it easier
to find the distribution.

Research on the asymptotic distribution of estimators of the expected value function and
variance function has been reported by several researchers (Fitria, 2017), (Adriani, 2019) and
(Safitri, 2022). As for this research, a study was conducted to determine the asymptotic
distribution of the variance function estimator in a compound periodic Poisson process with a
power function trend. Specifically, this research was conducted to modify the multiple periodic
Poisson process variance function estimator with a power function trend, and to find the
asymptotic distribution of the compound periodic Poisson process variance function estimator
with a power function trend.

B. METHODS
The research method used is the development of the theory to study the variance function
estimator of the compound periodic Poisson process with a power function trend and its
asymptotic distribution. The steps of the research carried out are as follows:
1. Preliminary research
a. Investigating the compound periodic Poisson process as well as the compound
periodic Poisson process with the power function trend.
b. Investigating mathematical foundations in order to create new models based on
existing theories.
2. Main study of research
a. Modify the variance function estimator of a compound periodic Poisson process with
a power function trend.
b. Formulating the asymptotic distribution of the estimator for variance function of
compound periodic Poisson process with the power function trend. The stages
carried out in this study are described in a flow chart, as shown in Figure 1.
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Figure 1. Research Steps

Let {N(t),t = 0} be a nonhomogeneous Poisson process with an intensity function A that
is locally integrable and unknown. The intensity function 4 is assumed to have two components,
namely a periodic component 1., with a known period T > 0 and a trend component which is a
power function. In other words, for each s > 0, the intensity function can be written as follows

A(s) = A.(s) + as? (D
where A.(s) is a periodic function with period T and a > 0. It is assumed that the value of b is
known and 0 < b < 1. The intensity function 4, is not assumed to have any parametric form
except that it is a periodic function, that is, a function that satisfies the following equation
Ac(s) = Ac(s + k1) (2)
for each s > 0 and k € N, where N represents the set of natural numbers. Let {Y(t),t = 0} bea

process with
N(®)
Y(t) = o X 3)

where {X;,i > 1} is a sequence of independent and identically distributed (i.i.d) random
variables with expected value p<co and variance 62 < oo, and is independent of {N(t),t = 0}.
The process {Y(t),t = 0} is called a compound periodic Poisson process with a power function
trend. Let V(t) be the notation for the variance function of Y (t). The notation E(X?) = u,, V(t)
can be written as follows

V() = EIN®OIEIXT] = A, (4)
with

A() = [ A(s)ds. (5)
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Suppose that t, =t — EJ T, where for every real number x, |x] represents the largest

integer that is less than or equal to x, and let also k, ; = EJ For any real number t > 0, t can be

expressed as
t =ke T+t

with0<t,.<t.Letf = %for Ac.(s)ds represent the global intensity function of the periodic

component of the process {N(t),t > 0}, and assume that & > 0. Then fOT A.(s)ds is written as

fOT Ac(s)ds = A(t,) + AFC (t,), where A.(t,) = fotr Ac(s)dsand AL (t,) = ft: Ac(s)ds. Then for

every given t > 0 we get

a
A(t) = (1 + kt,‘r)Ac(tr) + kt,‘L'AcC (tr) + mtb+1- (6)
Finally, by substituting equation (6) into equation (4), the variance function of Y (¢t) can be
written as
V(t) = ((1 + kt,r)Ac(tr) + kt,‘rAcC (tr) + ﬁtb-H) Uy (7)

C. RESULT AND DISCUSSION
1. Formulation of the Estimator and Asymptotic Normality

Suppose that for some w € 2, a single realization N(w) of the process {N(t),t = 0} is
observed over a finite interval [0, m]. Let's also m = n'*%, where § is any small positive real
number. The realization of the Poisson process at the observation interval [0, m] is used to
estimate the slope of the trend (a). Meanwhile, the estimators of other components use the
realization of the Poisson process at the interval [0, n]. Using the available data set, estimation
of the variance function V(t) in equation (7) can be divided into several estimators, namely

a. Estimation of the global intensity function 6

In Sari (2016), the following estimator was obtained

é\n,b = Tbl,;b—b ZZZ; N([kr’;(;-l-l)ﬂ) - éin,b(l - b)nb-
Then this estimator was modified by Safitri (2022) and formulated as
g, = 1-b ke N([kt,(k+1D)7]) (1+b)(1—b)nb1v([o,n])_ ©
nl-brbp2 “k=1 Kb nltbp2
b. The estimator for a is @, p, which is written as
iy = (b+1T)n1\£5-[i),m]) B (b-::;@n. 9)

This estimator is taken from Safitri (2022).

c. The estimator forA.(t,) is A, ,(t,). Estimator of A.(t,) is a modified result of Sari
(2016). The estimator of A.(t,) is defined as follows

(1-=b)rt? zkn.r N([kt, kTt +t,])

AAC,n,b(tr) = nl-b o1 kb

—app(1 —b)nbt,  (10)

with @, , is given by (9).

d. The estimator for A, (t,) is A C,n’bc(tr) which is formulated as

A c (1-b)t' 7P Gk N([kT+t, kt+T])
A cn,b (tr) = nl—_rb k:ﬁ% - am,b(l - b)nb (t— tr)- (11)
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e. The estimator for y, is fi, . This estimator has been studied in Makhmudah (2016) and
is formulated as follows

1 ZN([O,n) 5 1
b = — X
H'Z,Tl N([O, n]) =1 i ( )
if N([0,n] > 0and fi,, = 0if N([0,n] = 0.

By using the formulas of the estimators above, an estimator for the variance function of a
compound periodic Poisson process with a power function trend can be formulated as follows

l’/\'n,b(t) = ((1 + ktr)Acnb(tr) + ktr cnb (tr) +— mb tb+1> .u2n (13)

b+1
and V,, ,(t) = 0,if N([0,n] = 0.
The asymptotic normality of the estimator for the variance function in a compound periodic
Poisson process with a power function trend is summarized in the following theorem.

Theorem 1 (Asymptotic Distribution)
Suppose that the intensity function A satisfies equation (1) and is locally integrable. If Y (t)
satisfies equation (3) and estimator Y (t) satisfies equation (13), then

e ( Unn(®) = V(®))

% Normal (0, (1+ ktlf)zartr(l —b)us + k.at(1—b)(tr — tr),ug)

asn — oo,

In the process of proving Theorem 1, several technical lemmas are needed to prove the
asymptotic distribution of the estimator for variance function of compound periodic Poisson
process with power function trend.

(14)

2. Some Technical Lemmas

To prove the asymptotic distribution of the estimator for variance function of a compound
periodic Poisson process, we need the following lemmas: First, consider the case that a is
known, so that for t > 0, the estimator in equation (6) can be written as

n(t) - (1 + ktr)Acnb(tr) + kt‘r cn,b (tr) + mtb-m (15)
By using equation (15), the variance function estimator of Y (t) for case a is known can be
written as
. - - a
Vn,b (t) = ((1 + kt,r)A c,n,b(tr) + kt,‘rA c,n,bc(t ) + b—-l-l tb+1) Hon (16)
with
_ (1 — b))ttt ~okne N([kt, kT + t,])
Ac,n,b(tr) = Tzkzl Kb = — a(l- b)nbtr
. ¢ (1 = b))ttt ~kne N([kt + t,, kTt + 7))
A C,Tl,b (tT) = nl_b Zk=1 k; - a(l - b)nb (T - tT')
A1 N([o,n])
fon = Sqomp Zimt X
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Lemma 1
If the intensity function A satisfies equation (1) and is locally integrable, then for each t >

0and0<b<%

- att,(1 —b) 1
Var (/1 C,n,b(tr)) = :11_19 +0 (nZ—Zb)
- at(1-b)(t —t,) 1
Var (/1 C’n,bc(tr)) = b ~ 40 (m)
asn — oo,
Proof:
_ (1 — b)27272b ke £ 12
Var(A np(t)) = sz (ﬁ) Var(N([kt, kT + t,]))
(1 _ b)sz_Zb knt 1
=TLZT Z k2b E(N( kt, kT+t]))
(1 _ b)z‘[Z_szkn,T 1 jk‘r+tr
= — A:(s) + asP)ds
) 0o+ as)
2,2-2b nt - —b)212~ Knt tr
e :g - Z'; '1k—1bf0t Ac(s + kt)ds + (- 2 — Zk '1k%f0 (a(s + kt)?)ds.
Note that, for 0 < b < 1/2,
kne 1 ni72P
Zk=1ﬁ (1 2b) 1-2b + 0(1)
asn — oo, Because (s + kt)? = (k7)? + O(1) asn — oo,
Var(4 .n,(t,))) can be written as
(1 _ b)sz_Zb n1—2b tr
mpRT (1= 2y +0(1) i Ac(s + kt)ds
a(1—b)2r2-2bokne 1 (b
L Zk=1ﬁ k0 + 0(1)ds
(1—Db)?t (b ( 1 at,.(1 — b)?t%? z"nr 1 ( 1 )
= (=2 . A(s+kt)ds+ 0 n2—2b) + 3 2b %P +0 b
A(t,)(1 —=b)*t  at.(1—b)?r?P nl=P 1
_ G- at(-b) o) +0 (=)
n(1 — 2b) n2-2b (1 —b)rt-b n2-2b

A(t,)(1 = b)*t  art.(1—b) 1
- n(1 —2b) + nl-b +0 (n2‘2b>
:artr(l—b)_i_O( 1 )

nl—b n2—2b
asn — oo,
The following result can also be obtained in the same manner

ar(l—b)(r—tr)_i_o( 1 )

Var( cnb ( )) 1D n2-2b
asn — o, The proof for Lemma 1 is complete. m
Based on Lemma 1, we have

Var(4,@®) = (1 + k”) Var(4 .,,(t,))) + k2, Var( b (& ))
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att,(1—b) 1 at(1-b)(t—t,) 1
() (D o (L) ks (SO o (L)

- 1) () i (M)

asn — oo,

Lemma 2
If the intensity function A satisfies equation (1) and is locally integrable, then for each t >
0, it holds that

b (A,(6) - @)
d 2
— Normal (0, (1+ ko) att,(1—b) + kZ,at(1—b)(z — tr))

as n — oo, Proof of this lemma can be found in Safitri (2022).

(17)

Lemma 3
If the intensity function A satisfies equation (1) and is locally integrable, then for 0 < b <

1
> we have

E(6,)=0+0 () (18)

as n — oo. Proof of this lemma can be found in Safitri (2022).

Lemma 4
If the intensity function A satisfies equation (1) and is locally integrable, then for 0 < b <
%, we have
~ 1
var(8,) = 0 () (19)
as n — oo. Proof of this lemma can be found in Safitri (2022).
Lemma 5

If the intensity function A satisfies equation (1) and is locally integrable, then for each a >
0and 0 < b <, it holds that

nb+1 (E(am,b - a)z) 50 (20)

asm — 0o,

Froof:
The expected value of @, can be calculated as follows

B(a.,) =k <(b + DN(0, m])> s <(b + 1)§n>

mb+1 mb

= & p(N ([0, m]) — L2 E(8,).

Based on Lemma 3, we obtained E(én) =040 (ﬁ) as n — oo, so that

(b+1)
mb
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(b+1) a (b+1) 1
E(amb) g mo + 1+5 mitt +00) | - 5 0+0 (nl—b)
(b+1)9 (b+1)60 1
ta+0 ( 1+b) mb +0 (mbnl‘b)'

Since m = n'*9, where § is any small positive real number, the above expected value can be
written as follows

(b+1)6 0( 1 ) (b+1)6 0( 1 )

E(dm,b) = n(1+8)b ta+ n+8A+b)) [ 1+8)b ni-bp(1+8)b

1
=a+0 (nl—bn(1+6)b)

=a+0(=5). (21)
Finally we have

Bias (@p,p) = O (n1+b5) (22)
asn — oo, Furthermore, the variance of a,, , can be calculated as follows

Var(@my) = Var <(b + 17311\/([0, m])) Var (M)

b+1 mb
(b + 1DN([0,m]) (b+1)8,
+ 2Cov ( " —
(b+1)2 (b+1) (b+1DN(o,m]) (b+1)6,
= S var(N([0,m))) + Var(8,) + 2Cov (S20mD B0

Based on Lemma 4 we obtained Var(@n) =0 (

_b) asn — oo, so that

b+ 1)2 b+ 1)?
2o ((b + 1)N([0,m]) (b + 1)§n>

mb+1 ’ mb

(b + 1)? a (b + 1)? 1
= b mé + 33 bm”” +0) |+ —b 0 (n1—b)

2Cow ((b + 1DN(0,m]) (b+ 1)§n>

mb+1 T opb
(b+1)26 | a(b+1) 1 (b+DN(om]) (b+1)6y
= < zbir T e T O ( 2b+2)> + (0 (mzbnl—b)> + ZCOU( mb+1 7 mb )
Using the Chaucy Schwarz inequality, we get

Cov ((b+1)N([O,m]) (b+1)’én) < JVar ((b+1)N([0,m])) Var ((b-:;@n).

mb+1 4 mb mb+1

Since m = n'*%, where § is any small positive real number, the above variance can be written
as

1 1 1 1
Var(am,b) = <0 (n(1+6)(2b+1)> +0 (n(1+8)(b+1)> +0 (n(1+8)(2b+2))> + <0 (n1+b+28b)>>

\s jVar <(b + 1)1;/&0, m])> b ((b + 1)9””)
m m
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1 1 1 1
- (" (WD * (" <m>> * ZJ <0 (m)) <0 (n1+b+25b>)>'

as n — oo, Finally, after simplifying, we get

1
Var(anlb) =0 (m), (23)

asn — oo.
From equations (22) and (23), the left side of equation (20) can be written as

be1 (E(am,b _ a)Z) _ bt (Var(@n,b) + (Bias(dm,b))z)
— pb+1 (0 (m) + 0 (ﬁ))

1
=0 (n(1+b)8)

asn — oo. Since 6 > 0, then

(ofoen) -0

as n — oo. Hence we have statement (20). Proof of Lemma 5 is complete. m

Lemma 6
Suppose that the intensity function A satisfies equation (1) and is locally integrable. If
conditions a > 0 and 6 > 0 are satisfied, then with probability of 1,
N([0,n]) » o (24)
as n — oo, Proof of this lemma can be found in Fajri (2018).

Lemma 7
If conditions a > 0 and b > 0 are satisfied, then
N([0,n]) a
nb+1 - b+1 + ap(l) (25)
asn — oo,
Proof:

E(N([0,n])) = fon/l(s)ds = f;/lc(s) ds + fon as®ds.

The second term on the right hand side above can be calculated as follows
n

bae_ % 14p
fasds b+1n'

0
The first term can be calculated as follows

[ 2c(s) ds = [ A.(s) ds + Jo o Ae(s) ds

knr
= for Ac(s) ds + fTZT Ac(s)ds+ -+ f(kn“:_l)flc(s) ds + fkr;yﬂ/lc(s) ds
= (Jy Ac(s) ds + [{ Ac(s) ds + - + [7 Ac(s) ds), knoKali+ [ Ac(s) ds

= kn+ fOT Ac(s) ds + fknmr Ac(s) ds
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= km‘r% fOT Ac(s) ds + f;”r A:(s) ds
= kp .70 + fkT:”T Ac(s) ds.

Because A.(s) is a locally integrable and n — k,, ;7 = O(1) asn — oo, then
n

j A(s)ds =0(1)

KnT

asn — oo, Hence

_ 1+b
E(N([0,n])) =k S oM

— 1 b+1 1

(n+0(1)6 o +0(1)
a
=nb + mnb-ﬂ + 0(1), (26)

asn — oo, Based on equation (26), it is obtained that

N([0,n]) n9 +7 _|_ n n?*1 +0(1)
b+ b

_a +0(1)
T b+1 nb)’

Bias (M> =0 (i> -0

nb+1

N([0,n]) 1 a 1
Var( e >:n2+2b (n b+1nb +0(1)>

1
=0 (nb+1> —0
asn — oo. Proof of Lemma 7 is complete. m

so that

asn — oo, Then

Lemma 8
If X2, X2, ... is a sequence of independent random variables having an identical distribution
with the expected value E(X?) < o and the variance Var(X?) = 62 < o, then

b+1

VP (fyn — 1p) % Normal ( o? ) (27)
asn — oo,
Proof:

The left hand side of equation (27) can be written as
b+1 N( 0,
T (i~ 1), @)

Noted that

P P
if X,, > a¢and Y,, = 3, then
(29)

3~<:|=><
1™

™| R
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with Y, # 0 forallnand § # 0 (Mangku 2017).
From Lemma 7 and equation (29), then
nb+1 b+1

o) = o T oD

Note that

05 nb+1 nb+1

N(o,D Y N(OnD

0, /bzl + oy (1) (30)

as n — oo. Equation (28) can be proved by checking

VN([0,n]) (2
o, 2n

asn — oo, Equation (31) can be proven as follows:

JN([o,n]) (A ) h < N([On])X2 ~ )
oy .Uz,n 253 2

N([o,n])

d
— uz) — Normal (0,1) (31)

Zi\’qon])xz N([0,nDu,
N([0,n]) (azN([O,n]) a,N([0,n])

X1 + X3+ + Xiqonp — N([O, n])uz

a2/ N([0,n])
By the Central Limit Theorem and Lemma 6, equation (31) is obtained. Based on equations
(30) and (31), equation (27) is obtained. Proof of Lemma 8 is complete. m

(32)

Lemma 9 (Asymptotic Normality of Variation Function Estimator in Case a Known)
Suppose that the intensity function A satisfies equation (1) and is locally integrable. If Y (t)
satisfies equation (3), then

i (7, ( Vo (®) = V(D))

% Normal (0, (1+ kt,T)zaTtr(l —b)us + kZ,at(1—b)(t — tr),ug)

asn — oo,

(33)

Proof:
The left hand side of equation (33) can be written as follows

Vit (V) = V() = V1= (An(Oitgn — AO)iz)
= V1 ([ (A (6) = A®)) + A (g — 112) )
= ﬁz,nan_b(/In(t) - A(t)) + A(t)Vnl-b (ﬁz,n - .Uz)- (34)

Consider the first term on the right hand side of equation (34). By the weak law of large

P
numbers, we have fi, , = u, as n — oo. These results are substituted in Lemma 2 and Slutsky's

Theorem so that we get
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NP VNGENIG)

d

>N (0, (1+ kt,T)zaTtr(l —b)us + ki,at(1—b)(t — tr),ug)
as n — oo. Next, consider the second term on the right hand side of equation (34). This term can
be written as

v nl_b(ﬁz,n - .Uz) =

(35)

N -
m n1+b(ﬂ2,n - HZ)

nl+b

- #2)-

Since — 0 asn — oo and based on Lemma 5, we obtain the second term on the right hand

1
[n2b

side of equation (34) as follows

A(H)Vnt- b(.u2n \/n1+b(#2n Uz)

202(b+1)

= o, (DN [0, (A®))

= o5, (1) (36)
as n — oo. Based on statements (35) and (36), the statement (33) was obtained. Proof of
Lemma 9 is complete. m

Lemma 10 (Convergence of the Difference of Variance Function Estimator in Case a
Unknown and Case a Known)

Suppose that the intensity function A satisfies equation (1) and is locally integrable. If Y (t)
satisfies equation (3), then

VR (7 (8) = V() = 0 (1) (37)
asn — oo,
Proof:
m( nb(t) nb(t))
= (((1 + kt T)Acnb(tr) + kt‘c cn,b (tr) + (Zr:f tb+1) ((1 + kt‘r)Acnb(tr) +
kt‘r cn,b (tr) +mtb+1).u2 )

~ b
nl_b:uz,n (((1 + ktr)A cnb(tr) + ktr cn,b (tr) + b T_ 1 tb+1)

((1 + ktr)/lcnb(tr) + ktr cnb (tr) + b+1 tb+1)>

=/ nl‘b(dm,b — a)

X ((1 + ky)art, (1 —b) + kyrat(1—Db)(r—t,) +

tb+1 (38)
b+ 1)'

Because Vn1*P(d,,, — a) = o, (1), equation (38) becomes



Muhammad Wiranadi Utama, Asymptotic Distribution of...

V2 (0,5(6) = U (©) = 0 (1)

asn — o0. So equation (37) is proven. m

3. Proof of Theorem 1
Note that the left hand side of equation (14) can be written as follows

b (7, ( U (0) = V(©))
ni- b( O (8) = Vo (8) + T (8) = V(1))
= VI (D (6) = T (6)) + VI (7 (6) = V(0)). (39)

Based on Lemma 9 and Lemma 10, equation (39) becomes
m( Vip () — nb(t))
=N (0, (1+ kt,T) att,(1 — b)uj + ki,at(1 —b)(t — tr)/,tg) + 05, (1)
as n — oo. Alternatively, equation (39) can be written as follows

VR (00 = V(©)) 5 N (0, (1 + ki) artr(1 = b + kEcar(1 = b)(x = 6:)u3)

as n — oo. Equation (14) is established. Therefore, Theorem 1 is proven.

D. CONCLUSION AND SUGGESTIONS
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The asymptotic distribution of the compound periodic Poisson process variance estimator
with the power function trend is obtained with the help of technical equations. Based on the
research that has been done, the conclusions are as follows: (1) The formula of the estimator
for variance function of a compound periodic Poisson process with a power function trend is

/\

Vn,b t) = ((1 + kt,r)AA c,n,b(tr) + kt,TA c,n,bc(tr) Tmb 11 ).uz n
with
(b+ DN(0,m]) (b+ 18,
Amb = mb+1 T b

(1 — b))t P Okne N([kt, kT + t,])

emb(tr) = Tzkﬂ b "= — 8 (1= b)nlt,
.~ ¢ (1 = b)t1=b xkne N([kT + tr, kt + 1])

A cnb ) = TER . Clm b(l - b)nb(‘[ —t)

N(On
Azn = NiTo, ) n)z

and (2) The asymptotic distribution for the variance function estimator Vn,b (t) is formulated as

follows:

V(7 ,(6) = V(D)) % Normal (0, (1+ km)zartr(l —b)us + kZat(1—b)(t — tr)uﬁ)

asn — oo,

The next researcher can use the asymptotic distribution of the estimator of the periodic
Poison process variance function with the power function trend. So that it can find the
confidence interval for the compound periodic Poison process variance function with a power

function trend.
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