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 The achievement of the level of welfare of a region or country can be seen from the 
level of human development as measured by the Human Development Index (HDI).  
West Sumatra is one of the provinces with HDI achievements above the national 
average. However, there are still regencies/cities in West Sumatra Province that 
have HDI achievements below the national average and HDI achievements in West 
Sumatra Province Regencies/Cities have changed in 2017-2021. Therefore, in this 
study, spatial analysis of panel data was used. The aim of this research is to find out 
the general description of the HDI of West Sumatra Province, obtain a panel data 
spatial regression model and obtain variables that significantly influence on HDI in 
West Sumatra Province 2017─2021. The model formed from this analysis using the 
rook contigutiy weighting function is Random Effect Spatial Autoregressive 
because the spatial interactions formed in human development index data in West 
Sumatra Province are real at lag. This model is a suitable model based on panel 
spatial model selection and has an R2 value of 92.94%. Analysis of human 
development index data in regencies/cities in West Sumatra Province using spatial 
regression panel data obtained results that expectations of school length (X1), 
average length of schooling (X2), and population density (X3) significantly directly 
influenced the human development index in regencies/cities in West Sumatra 
Province. 
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A. INTRODUCTION  

Success in national development is determined in a variety of factors. One of the 

benchmarks for the success of national development is the achievement of the quality of human 

life as measured through the Human Development Index (HDI) (Masruroh & Subekti, 2016).  

HDI describes how people can gain access to development outcomes such as health, education, 

income and other aspects of life. Capital to carry out the development process, the government 

as the organizer certainly requires quality human resources (Rosyadah, 2021). According to 

the Central Statistics Agency (2021), this potential has not been fully able to contribute to 

human development. Uneven development and the vast territory of Indonesia are part of the 

factors that have an impact on inequalities both between provinces and between districts/cities 

(Siswoyo, 2014). 
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HDI in Indonesia in 2021 experienced growth of 0.49 percent, higher than the previous year 

which only grew 0.03 percent. HDI in Indonesia in 2021, with the highest HDI being DKI Jakarta 

Province at 81.11 and the lowest HDI being Papua Province at 60.62. There are 10 provinces 

that achieve HDI above the national average, one of which is West Sumatra province and is in 

third position out of ten provinces on the island of Sumatra with HDI achievements of 72.65 in 

2021. Although the HDI achievement of West Sumatra Province is more than the national 

average, there are still regencies/cities in West Sumatra Province with HDI that is less than the 

national average. In 2017 West Sumatra's HDI of 71.24 increased to 71.73 in 2018, and 72.39 

in 2019. In 2020 it was 72.38 due to the Covid-19 pandemic situation. Then with the recovery, 

the HDI 2021 showed an increase compared to the previous year. In addition to paying 

attention to time on the development of human development, the next thing to pay attention to 

is to look at the state of the region or region.  

The achievement of HDI in the City area is different from the Regency area. In 2021, the 

highest achievement of the human development index by Padang City was 82.90 and the lowest 

achievement of human development by the Mentawai Islands was 61.35. According to the 

Central Statistics Agency (2022: 51) the gap occurs due to several factors such as uneven 

distribution of natural resources, human resources, history, and geographical location. Thus, 

HDI data from District/City in West Sumatra Province is thought to have spatial effects. 

Factors that have a significant influence on the human development index of West Sumatra 

Province can be known based on a certain method. Therefore, data in the study contains 

location information and also observed in several periods (years) and this data known as panel 

data (Yulianti et al., 2021). The panel data spatial regression analysis method is one approach 

that can be used to examine data involving districts/cities in a certain period of time by 

involving spatial effects. Classical regression analysis will indicate inaccuracies when combined 

data that have spatial effects are used, so using the panel data spatial regression method is very 

suitable to be applied in this study (Anselin, 2010).  

The spatial regression model of panel data has a spatial lag effect on the dependent variable 

and has a spatial error effect. These spatial models are known as the Spatial Autoregressive 

Model (SAR) model for lag and the Spatial Error Model (SEM) model for error (Elhorst, 2014). 

In the case of SAR, changes in the explaining variable of a region were indicated to affect not 

only that region through the direct effect, but that they can also affect the dependent variable 

in all regions through indirect effects Ayuwida et al. (2021) In SEM models, the spatial 

dependence is manifested in the error term, highlighting that the errors associated to any 

observation are an average of the errors in the neighboring regions, added to a random 

component (Raiher et al., 2017). Panel data has three methods for modeling data, namely the 

Common Effect Model (CEM) which is the most basic model in panel data regression and is often 

referred to as the combined influence model, Fixed Effect Model (FEM) or fixed influence model 

and Random Effect Model (REM) or random influence model.  

Modeling on HDI was conducted by Ukra et al. (2022) using panel spatial regression for 

HDI data in Kalimantan for 2017-2021. The results of this research concluded that the Fixed 

Effect Spatial Autoregressive (FE-SAR) model is an appropriate model for HDI in 

Regencies/Cities in Kalimantan in 2017-2021, and the influence of spatial proximity shows that 

the HDI in Regencies/Cities throughout Kalimantan in 2017-2021 is influenced by the average 
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HDI in other adjacent districts/cities at a certain time. In addition, from this study, the average 

length of schooling affects HDI. Another study was conducted by Saputri & Suryowati (2018) 

Analysis of factors affecting the gini ratio in Papua Province with a spatial model of panel data, 

spatial autoregressive random effect model as the best model obtained with variables that have 

a significant effect on the gini ratio are the Human Development Index and crop harvest area. 

Based on the problems that have been described that the Human Development Index in the 

Districts/Cities of West Sumatera Province is indicated to have an influence on the interrelation 

of neighboring regions and involves the influence of time seen from the difference in HDI 

development each year. So modeling is needed that considers both effects in order to get good 

results. The aim of this research is to find out the general description of the HDI of West Sumatra 

Province, obtain a panel data spatial regression model and obtain variables that significantly 

influence on HDI in West Sumatra Province 2017-2021. Therefore, the right analysis to examine 

the Human Development Index in Districts/Municipalities in West Sumatra Province along with 

HDI factors that influence is used a panel spatial model involving spatial effects with the rook 

contiguity weighting function for the time period, namely 2017-2021.  

 

B. METHODS 

1. Data And Methods 

The type of data used in this research is secondary data sourced from publications by the 

official government agency BPS West Sumatra Province. The data used is Regency/City Human 

Development Index data in West Sumatra Province for the period 2017-2021 with four Human 

Development Index indicators, namely morbidity rate, expected length of schooling, average 

length of schooling, and population density. The method used in this research is the panel data 

spatial analysis method with the first analysis stage being to describe the data, then carry out 

panel data analysis, then carry out spatial analysis of panel data with a spatial weighting matrix 

followed by measuring the goodness of the panel data spatial model based on model criteria, 

and The final step is to analyze the best model that has been obtained and write conclusions. 

 

2. Panel Data Regression Analysis 

Panel data is combined data between time series and cross sections. Data in the form of 

daily, monthly, yearly and so on includes time series units while data on individuals, households, 

companies, regions, countries and others include cross section units (Alfiani et al., 2022). The 

following panel data model is measured from a cross section and time series (Y. Wang et al., 

2023). 

 

Y𝑖𝑡 =  𝛼 +  𝛽𝑥′𝑖𝑡 +  𝑢𝑖𝑡      (1) 

  i  = 1,2,3,…,N ; t = 1,2,3,…,T       

 

where i for show individual; t for shows the dimensions of the time series; 𝛼  for Intercept 

coefficient;  𝛽  for Slope coefficient with dimensions K x 1, where K is the number of free 

modifiers; Yit for Dependent variable vectors i individual unit and t time unit; 𝑥′it is independent 

variable vectors for i individual units and t time units; 𝑢𝑖𝑡 is error in i observation unit and t 
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time. Panel data regression models have three approaches to estimating models, which are as 

follows: 

a. Common Effect Model (CEM)  

Common Effect Model combining time series and cross section data that assumes that 

the behavior of the data is constant over time is then regressed by the Ordinary Least 

Square method resulting in the same intercept and independent variable coefficients for 

each unit. In general, the equation is as follows (Kim, 2021). 

 

𝐘𝒊𝒕 =  𝛼 +  𝜷𝒙′
𝒊𝒕

+  𝒖𝒊𝒕     (2) 

       i  = 1,2, …, N dan t = 1,2,…, T      

 

Estimation with the OLS method so that the equation obtained is as follows. 

 

�̂� =  (𝑋′𝑋)−1𝑋′𝑌      (3) 

 

b. Fixed Effect Model (FEM) 

Fixed Effect Model Assumes that the slope coefficients are the same but between 

individuals there are differences in intercepts. This method is often called the Least 

Square Dummy Variable model because when guessing Fixed Effect Model parameters 

using the technique of adding dummy variables. In general, according to (N. Wang et al., 

2023) the equation is written as follows:  

 

𝐘𝒊𝒕 =  𝜶𝒊𝑫𝒊𝒋 + 𝜷𝒙′
𝒊𝒕

+   𝒖𝒊𝒕     (4) 

𝐷𝑖𝑗 = 1, 𝑖 = 𝑗 ; 𝐷𝑖𝑗 = 0, 𝑖 ≠ 𝑗      

 

using the steps of the OLS estimation method, the parameters can be obtained LSDV 

estimation as follows: 

 

�̂� = [∑ 𝑿𝒊
′𝑸𝑿𝒊

𝑵
𝒊 ]

−𝟏
. [∑ 𝑿𝒊

′𝑸𝒚𝒊
𝑵
𝒊 ]    (5) 

 

c. Random Effect Model (REM) 

Random Effect Model used to estimate panel data when residual variables are suspected 

to be interconnected between time and individuals. The equation is generally as follows 

(Ukra et al., 2022): 

 

𝐘𝑖𝑡 =  𝛼0 + 𝜷𝒙′
𝑖𝑡

+ ⋯ +  𝒗𝒊𝒕     (6) 

𝒗𝒊𝒕 = 𝜺𝒊 + 𝝁𝒊𝒕       

 

using the GLS procedure will be obtained the following estimator. 

 

�̂�  =  [𝑋′Ω−1𝑋]−1[𝑋′Ω−1𝑌]     (7) 
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3. Matrix Spatial Weighting 

According to Tobler's First Law of Geography, everything is related to everything else, 

although close objects are more related to one another than far objects (Tobler, 2010). A spatial 

weight matrix in spatial models expresses the structure of geographical locations and lends 

more weight to regions that are closer together (Chi & Zhu, 2020). There are several ways of 

defining neighborliness according to (Ukra et al., 2022) as follows: 

a. Rook Contiguity Rook Contiguity refers to a location that is adjacent to the location of 

concern. 

b. Bishop Contiguity Bishop Contiguity refers to locations where the angular point meets 

the angle of the location of concern.  

c. Queen Contiguity Queen Contiguity refers to a location that is side by side and its corner 

point meets the location of concern. 

 

4. Spatial Regression Analysis 

The general model of spatial regression according to(Lesage & Pace, 2009) is as follows. 

 

y = 𝛾𝐖𝐲 + 𝐗𝛃 + 𝛟      (8) 

𝛟 = 𝜆𝐖𝛟 + 𝛆 

 

where y for vector dependent variable of size N x 1; X for matrix of independent variables of 

size N x (K1); β for vector coefficient of regression parameter size (K 1) x 1; γ for spatial 

parameter lag coefficient in spatial regression; λ for coefficient of spatial parameter error in 

spatial regression; φ for equation error vector; ε for equation error vector; W for standardized 

spatial weighting matrix of size N x N; N for number of cross section units. The general spatial 

regression model can be used to create a variety of models, including the following. 

a. Spatial Autoregressive Model (SAR) 

The SAR model to be obtained is as follows (Qi et al., 2021). 

 

y = 𝛾𝐖𝐲 + 𝐗𝛃 + 𝛆      (9) 

 

Parameter estimation for the Spatial Autoregressive Model using the maximum 

likelihood approach (Lesage & Pace, 2009):  

 

  𝛃 =  (𝐗T𝐗)−𝟏𝐗T(𝐈 − 𝛾𝐖)𝒚     (10) 

 

b. Spatial Error Model (SEM) 

The SEM model to be obtained is as follows (Qi et al., 2021): 

 

  y = 𝐗𝛃 + 𝛟      (11) 

𝛟 = 𝜆𝐖𝛟 + 𝛆 

 

Estimation of Spatial Error Model parameters obtained using the Maximum likelihood 

method (Lesage & Pace, 2009): 
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𝛃 = [(𝐗 − 𝜆𝐖𝐗)T]−𝟏(𝐗 − 𝜆𝐖𝐗)T(𝐈 − 𝜆𝐖)𝒚    (12) 

 

c. Spatial Autoregressive Moving Average (SARMA) 

The general model of SARMA is as follows: 

 

y = 𝜌𝐖𝐲 + 𝐗𝛃 + (𝐈 − λ𝐖)−1𝛆     (13) 

 

Estimation of β parameters for the SARMA model using the maximum likelihood method 

(Widyastuti et al., 2019): 

 

𝛃 =  [(𝐗 − 𝜆𝐖𝐗)𝑻(𝐗 − 𝜆𝐖𝐗)]−𝟏(𝐗 − 𝜆𝐖𝐗)𝑻(𝐈 − 𝜆𝐖 − 𝜌𝐖)𝒚   (14) 

 

5. Spatial Autocolleration 

The correlation between a variable and itself based on location is measured as spatial 

autocorrelation (N. Wang et al., 2023). Moran's index is done using the following formula 

(Majeed & Mazhar, 2021). 

 

I =  
n ∑ ∑ wij(xi−x̅)(xj−x̅)n

j=1
n
i=1

∑ ∑ wij ∑ (xi−x̅)2n
i=1

n
j=1

n
i=1

        (15) 

 

where I stands for the global Moran index; 𝑥𝑖 and 𝑥𝑗  for the level of land use dependency in 

cities i and j; n for the number of cities; �̅� for the average level of land use dependence; and 𝑊𝑖𝑗  

for the spatial weight matrix (N. Wang et al., 2023). The presence or absence of autocorrelation 

in the data can be determined by comparing the value of Moran's I (I) with the expected value 

of Moran's I (I0) in the following hypothesis. H0 : I = I0 (no spatial autocorrelation between 

locations); H1 : I ≠ I0 (There is spatial autocorrelation between locations). The values I > I0 cause 

the spatial autocorrelation values to be positive and the data pattern formed is clustered. If I< 

I0 then it has the meaning of negative autocorrelation and the pattern of data formed is diffuse. 

if I = I0 then it means that there is no spatial autocorrelation. 

 

6. Lagrange Multiplier (LM) Test 

The Lagrange Multiplier (LM) test is used to select suitable spatial regression models 

(Lesage & Pace, 2009). The Lagrange Multiplier test is divided into two parts: LMlag and LMerror. 

(Slučiaková, 2021). If both are significant SARMA (Spatial Autoregressive Moving Average) is a 

suitable model. 

 

7. Regresi Spatial Panel Models 

Create a standard linear panel data model without any consideration for spatial effects. 

This model can be used as a guide for spatial panel data models' estimation outcomes, as well 

as to evaluate how reliable they are (Guliyev, 2020). 

a. Spatial Lag Panel Data Models 

The spatial model equation lags panel data as follows (Golgher & Voss, 2015; H. Wang et 

al., 2015). 
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𝒚 =  𝛿𝑾𝑁𝑇𝒚 +  𝑿𝜷 + (𝜾𝑇 ⊗ 𝐈𝑁)𝝁 + 𝜺      (16) 

 

Where δ for Spatial parameter coefficient lag in spatial model; 𝐖𝑁𝑇  for Data lag panel 

standardized spatial weighting matrix i-th row j-th; y for Column dependent variable 

vector size NT x 1; X for Independent variable matrix size NT x K. If δ  is statistically 

significant, it shows that the dependent variables have a considerable spatial 

dependence. In other words, the contiguous regions are required for a confirmed case in 

a region. The magnitude of the geographical dependence is indicated by the value of δ 

(Gelfand et al., 2010). 

b. Spatial Error Panel Data 

The spatial model error panel data is expressed as follows  (Elhorst, 2014; H. Wang et 

al., 2015; Yulianti et al., 2021): 

 

𝒚 =  𝑿𝜷 + (𝜾𝑇 ⊗ 𝐈𝑁)𝝁 + 𝝓       (17)  

𝝓 =  𝜌𝑾𝑵𝑻 𝝓 + 𝜺 

 

Where 𝜌 for Error spatial parameter coefficient in panel data error spatial model; 𝝓 for 

Equation error vector that is size NT x 1; 𝜺  for Equation error vector that is size NT x 1. 

 

8. Spasial Panel Model Estimation 

a. Fixed Effect – Spatial Autoregressive Model  

The log-likehood function of the fixed effect lag spatial model is shown in the following 

equation (Kim, 2021; L. Lee & Yu, 2010). 

 

𝐿𝑛 𝐿 =  −
𝑁𝑇

2
 𝐿𝑛(2𝜋𝜎2) + 𝑇𝐿𝑛|(𝑰𝑁 − 𝛿𝑾)| −

1

2𝜋𝜎2
∑ ∑ (𝑦𝑖𝑡 − 𝛿 ∑ 𝑤𝑖𝑗𝑦𝑗𝑡 − 𝒙𝒊𝒕𝜷 −𝑁

𝑗=1
𝑇
𝑡=1

𝑁
𝑖=1

𝜇𝑖)
2

  (18) 

 

Estimation of model parameters for spatial lag fixed effect with Maximum Likelihood as 

follows. The * indicates the fixed effect model. 

 

�̂� = ((𝑿∗)′𝑿∗)−1(𝑿∗)′𝒚∗ − ((𝑿∗)′𝑿∗)−1(𝑿∗)′𝛿(𝜾𝑇 ⊗ 𝑾)𝒚∗   (19) 

 

b. Fixed Effect – Spatial Error Model 

The log-likehood function of the fixed effect error spatial model is as follows (H. Wang 

et al., 2015). 

 

𝐿𝑛 𝐿 =  −
𝑁𝑇

2
𝐿𝑛(2𝜋𝜎2) + 𝑇𝐿𝑛|𝑰𝑁 − 𝛿𝑾| −

1

2𝜋𝜎2
∑ ∑ 𝑦𝑖𝑡

𝑇
𝑡=1

𝑁
𝑖=1 −  𝜌 ∑ 𝑦𝑖𝑡

𝑁
𝑗=1 −

∑ 𝛽𝑝
𝐾
𝑝=1 (𝑥𝑖𝑡𝑝 − 𝜌 ∑ 𝑤𝑖𝑗𝑥𝑗𝑡𝑝)𝑁

𝑗=1 − (𝜇𝑖 − 𝜌 ∑ 𝑤𝑖𝑗𝜇𝑗
𝑁
𝑗=1 ))2               (20) 

 

The estimation of model parameters for spatial error fixed effect with maximum 

likelihood is as follows. The * indicates the fixed effect model. 
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�̂�={[𝑿∗ − 𝜌(𝑰𝑇 ⊗ 𝑾)𝑿∗]′[𝑿∗ − 𝜌(𝑰𝑇 ⊗ 𝑾)𝑿∗]}−𝟏[𝑿∗ −  𝜌(𝑰𝑇 ⊗ 𝑾)𝑿∗]′[𝒚∗ −

𝜌(𝑰𝑇 ⊗ 𝑾)𝒚∗]                   (21) 

 

c. Random Effect – Spatial Autoregressive Model 

The log-likelihood function of the model is as follows with the transformation of the 

dependent variable to θ (Elhorst, 2014). 

 

𝐿𝑛 𝐿 =  −
𝑁𝑇

2
𝑙𝑛[𝑒(𝜃)′𝑒(𝜃)] +

𝑁

2
𝑙𝑛𝜃2     (22) 

 

Several parameter values �̂�, 𝛿  and 𝜎2  are used in the iteration procedure until a 

convergent estimated value θ is obtained. 

d. Random Effect – Spatial Error Model 

The log-likelihood function of the model obtained from the transformation results is as 

follows (Elhorst, 2014). 

 

yit
∘ =  yit − ρ ∑ wijyjt + ∑ {[pij − (1 − ρwij)]

1

T
∑ yjt

T
t=1 }N

j=1
N
j=1    (23) 

 

The estimation of  �̂� and 𝜎2 given at 𝜌 and 𝜑 can be done by regression of OLS between 

Y and X. 𝐞∘ = 𝐘∘ − 𝜷𝐗∘  obtained�̂� = (𝐗∘′𝐗∘)−𝟏𝐗∘′𝐘∘  and �̂�2 = (𝐘∘𝐗∘𝛃)′(𝐘∘ − 𝐗∘𝛃)/𝑛T . 

Where ° indicates the random effect model. 

 

C. RESULTS 

1. Description Analysis 

Based on Figure 1, it shows that the map of the distribution of the human development 

index of all districts/cities in West Sumatra Province in 2021, the more intense the color, the 

higher the HDI achievement in the area, on the contrary, the brighter the color, the lower the 

HDI achievement value in the area. Areas with very high HDI achievements are Padang City at 

82.90 and Bukittinggi City at 80.70. Areas that achieved high HDI categories were Payakumbuh 

City, Solok City, Padang Panjang City, Pariaman City, Sawahlunto City, Agam, Tanah Datar, 

Dharmasraya, Padang Pariaman, South Coast. While the areas included in the medium HDI 

category are Fifty Cities, Solok, South Solok, West Pasaman, Sijunjung, Pasaman and Mentawai 

Islands. The lowest HDI achievement value was 61.35 in the Mentawai Islands, as shown in 

Figure 1. 
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Figure 1. HDI Distribution Map 

 

2. Panel Data Regression Model Selection 

a. Chow Test 

hypothesis as follows. H0 is Model Common effect; H1 is Model Fixed Effect, as shown in 

Table 1. 

 

Table 1. Chow Test 

F Statistic P-Value 

132,54 2,2 x 10-16 

 

Based on Table 1 that the P-Value of the Chow test is 2,2 x 10−16. At a significance level 

of 5%, the P-Value is less than 0.05. So that conclusions can be drawn rejecting H0. That 

is, the selected model is Fixed Effect. 

b. Hausman Test 

Hypothesis as follows. H0 is Model Random effect; and H1 is Model Fixed Effect. 

  

Table 2. Hausman Test 

Chisq Statistic P-Value 

3,3598 0,4995 

 

Table 2 of the Hausman test shows the P-Value is 0.4995. At the significance level of 5%, 

the P-Value of the hausman test is more than 0.05 and conclusions can be drawn to 

accept H0. That is, the selected model is the Random Effect model. 

 

3. Spatial Weighted Matrix 

The weighting matrix used in this study is arranged based on side intersection. The matrix 

arranged based on the intersection of the sides is called the Rook Contiguity matrix. 
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4. Moran’s I 

Table 3 shows that overall Moran's values I(I) ≠ I0 can be concluded that there is a spatial 

autocorrelation relationship. When I > I0, positive spatial autocorrelation values form a 

clustered data pattern. When I< I0, negative autocorrelation values form a diffuse data pattern. 

When I = I0, it means there is no spatial autocorrelation. 

 

Table 3. Moran's I Calculation Results 

Year Variable I E(I) 

2017 

Y 0.04287 -0.0588 
X1 0.09224 -0.0588 
X2 0.18839 -0.0588 
X3 -0.0789 -0.0588 
X4 0.19915 -0.0588 

2018 

Y 0.05221 -0.0588 
X1 -0.8334 -0.0588 
X2 0.19897 -0.0588 
X3 -0.0513 -0.0588 
X4 0.01981 -0.0588 

2019 

Y 0.05347 -0.0588 
X1 0.04278 -0.0588 
X2 0.21852 -0.0588 
X3 -0.0562 -0.0588 
X4 0.2072 -0.0588 

2020 

Y 0.04532 -0.0588 
X1 0.17166 -0.0588 
X2 0.21878 -0.0588 
X3 -0.0709 -0.0588 
X4 0.21137 -0.0588 

2021 

Y 0.04244 -0.0588 
X1 -0.1955 -0.0588 
X2 0.21831 -0.0588 
X3 -0.081 -0.0588 
X4 0.21085 -0.0588 

 

5. Lagrange Multiplier Test 

Table 4 shows the results of the analysis of the multiplier lagrange test for the lag model 

and model error. The SAR model shows a P-Value of 0.006087 <  5% significance level so that 

it rejects H0, meaning that there is a spatial lag dependence. Whereas the P-Value of the SEM 

model shows 0.9869 > 5% significance level so that it accepts H0, meaning that there is no 

spatial error dependence. 

 

Table 4. Lagrange Multiplier Test 

Lagrange Multiplier Test LM Score P-Value 

SAR 7,5243 0,006087 

SEM 0,00026 0,9869 
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Based on the output of the LM test, parameter estimation and model building will be 

continued using the Spatial Autoregressive Model because the spatial variables are real in the 

lag. 

 

6. Parameter Estimation of Random Effect-SAR 

Based on the previous analysis, the parameter model is assumed to be the Random Effect 

panel model and the spatial model used is the Spatial Autoregressive model. The results of 

parameter estimation of the Random Effect Spatial Autoregressive Model can be seen in Table 

5.  

 

Table 5. Estimation results of the Random Effect-SAR model 

Variable Coefisien P-Value 
Intercept 2,9344550 2,2 x 10-16 

𝛿  -0,010130 0,01324 
X2 0,2534341 2,025 x 10-9 

X3 0,3001283 2,2 x 10-16 

X4 0,0108164 0,0002386 
R2 = 0,9294 

 

In Table 5 the Random Effect Spatial Autoregressive Model obtained is written as follows. 

 

𝐻𝐷𝐼̂
𝑖𝑡 =  2,93446 − 0,0101 ∑ 𝑊𝑖𝑗𝐻𝐷𝐼𝑗𝑡

19

𝑗=1

+ 0,253𝐻𝐿𝑆𝑖𝑡 + 0,3𝑅𝐿𝑆𝑖𝑡 + 0,01𝐾𝑃𝑖𝑡 + 𝑣𝑖𝑡 

 

The results of parameter estimation of the Random Effect Spatial Autoregressive model can 

be explained that the variables of expected length of schooling (X2), average length of schooling 

(X3), and population density (X4) are significant because the P-Value < 0.05. This means that the 

expected length of schooling, average length of schooling, and population density in a 

district/city in West Sumatra affect the HDI in that district/city. In the expected length of school 

variable (X2), average length of schooling (X3), and population density (X4) the resulting 

parameter estimates have a positive relationship. That is, the greater the expected length of 

schooling (X2), the average length of schooling (X3), and the population density (X4) in a 

district/city, the higher the HDI in that district/city. The HDI spatial lag coefficient (δ) has a 

significant P-Value, meaning that the HDI in a district/city is affected by the HDI in neighboring 

districts/cities. The influence of a district/city is equal to the coefficient (δ= -0.0101) multiplied 

by the average of neighboring districts/cities. 

 

7. Model Interpretation 

An example of a model formed in South Solok Regency in 2021 is written as follows. 

 

𝐻𝐷𝐼̂ Solok Selatan,2021 = 2,93446 – 0,0101(0.3333 𝐻𝐷𝐼̂ Kab. Solok,t + 0,3333 𝐻𝐷𝐼Pesisir Selatan ,t +0,3333 

𝐻𝐷𝐼̂ Dharmasraya,t) + 0,253 HLSit + 0,3 RLSit + 0,01 KPit – 0.02081 

𝐻𝐷𝐼̂ Solok Selatan,2021 = 2,91365– 0,0036 (𝐻𝐷𝐼̂ Kab. Solok,t + 𝐻𝐷𝐼̂ Pesisir Selatan,t +𝐻𝐷𝐼̂ Dharmasraya,t) + 0,253 HLSit + 

0,3 RLSit + 0,01 KPit  
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The equation for the Random Effect Spatial Autoregressive model in Solok Selatan Regency 

in 2021 can be interpreted that any increase in the expected number of years of schooling will 

increase the HDI rate by 0.253. Each increase in the average length of schooling will increase 

the HDI score by 0.3. Each increase in population density will increase the HDI number by 0.01. 

The HDI for Solok Selatan Regency in 2021 is influenced by the HDI in Solok Regency, Pesisir 

Selatan Regency, and Dharmasraya Regency which are neighbors. The influence of the 

district/city is -0.0036. This means that if the HDI in Solok Regency, Pesisir Selatan Regency, 

and Dharmasraya Regency increases by one unit, then the HDI in Solok Regency decreases by 

0.0036 and other variables are considered constant. 

 

D. CONCLUSION AND SUGGESTIONS 

After carrying out the stages of analysis and obtaining the results discussed earlier, it is 

concluded that in 2021 the area with the highest HDI achievement is Padang City at 82.90 and 

the lowest is Mentawai Island at 61.35. Areas with very high HDI category achievements are 

Padang City and Bukittinggi City. Areas that achieved high HDI categories are Payakumbuh City, 

Solok City, Padang Panjang City, Pariaman City, Sawahlunto City, Agam, Tanah Datar, 

Dharmasraya, Padang Pariaman, South Coast. While the areas included in the medium HDI 

category are Fifty Cities, Solok, South Solok, West Pasaman, Sijunjung, Pasaman and Mentawai 

Islands. The model formed from the analysis of human development index data in West 

Sumatra Province uses the panel data spatial regression method, namely the Random Effect 

Spatial Autoregressive Model. 

 

𝐻𝐷𝐼̂
𝑖𝑡 =  2,93446 − 0,0101 ∑ 𝑊𝑖𝑗𝐻𝐷𝐼𝑗𝑡

19

𝑗=1

+ 0,253𝐻𝐿𝑆𝑖𝑡 + 0,3𝑅𝐿𝑆𝑖𝑡 + 0,01𝐾𝑃𝑖𝑡 + 𝑣𝑖𝑡 

 

This model is used because in the human development index data in West Sumatra 

Province, the spatial variable is real in lag. The Random Effect Spatial Autoregressive Model has 

the largest R2 value with a gain of 0.9242 which means that this shows that the human 

development index in West Sumatra Province in 2017-2021 can be explained by the factors 

contained in the model of 92.42%. The variables that significantly affect the human 

development index in West Sumatra are the expected length of schooling (X2), the average 

length of schooling (X3), and population density (X4). The author's suggestions for this research 

is in future studies can use other weights, such as Customize Contiguity which can consider the 

proximity of neighboring areas in terms of economic, social, transportation and other factors.  

Then the variables used in this study can be added again for further research so that there are 

many significant factors in the study so that it can provide better information. 
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