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 Regression analysis is one of the statistical methods used to model the relationship 
between response variables and predictor variables. Semiparametric regression is 
a combination of parametric and nonparametric regression. The estimator used in 
estimating the semiparametric regression model in this research is the Local 
Polynomial. Longitudinal data can be found in the health sector, including dengue 
hemorrhagic fever (DHF) data. The laboratory criteria for indication of DHF is 
thrombocytopenia. This research aims to obtain platelets model for DHF patients 
that can be used for forecasting so that it is hoped that it can provide information 
to the medical team in treating DHF patients. The estimated model used is Local 
Polynomial semiparametric regression on longitudinal data. The response 
variables in this research were platelets of DHF patients, which were influenced by 
hemoglobin as parametric predictor variable and examination time while 
hospitalized as nonparametric predictor variable. In the local polynomial 
regression model, it is necessary to select the optimal bandwidth and polynomial 
order method, GCV. The optimum bandwidth selection based on the GCV method 
obtained is 1.5 and polynomial order of 2, then applied to DHF patient platelet data, 
producing an estimated local polynomial semiparametric regression model that 
follows the actual data pattern. Modeling the platelets of DHF patients obtained 
using a local polynomial estimator resulted in an R2 value of 84.25% and MAPE of 
4.5%, indicating highly accurate forecasting, so it can be concluded that the 
resulting model is better at predicting. 
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A. INTRODUCTION  

Regression analysis is a statistical method that aims to model the relationship between the 

response and predictor variables. The regression analysis approach was carried out in three 

ways, including parametric, nonparametric, and semiparametric regression. Parametric 

regression is performed when the shape of the regression curve is known (Laome et al., 2020). 

it is assumed that the shape of the regression curve is known based on previous information 

and theory or experience. Therefore, the regression curve estimator is obtained by estimating 

its parameters. Meanwhile, nonparametric regression is performed if the shape of the 

regression curve is unknown (Budiantara et al., 2015). The nonparametric regression method 

makes no assumptions about the form of a particular curve or information about the shape of 

the regression curve (Ramli et al., 2020). The nonparametric regression curve, contained in a 

certain function space, is assumed to be smooth. In the nonparametric regression procedure, 
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the data will be searched for the shape of the regression curve without being influenced by the 

researcher's subjectivity. Semiparametric regression is a combination of parametric and non-

parametric regression (Utami et al., 2019). Semiparametric regression is used if one of the 

regression curves is unknown while the others are known. Several semiparametric regression 

methods that have been developed include semiparametric kernel, spline, local polynomial 

regression, and others. The following is research on semiparametric models, including 

Chamidah et al. (2016) used a local linear estimator to estimate the parameter model. Hidayah 

et al. (2019) used truncated splines applied in semiparametric regression. Lestari and 

Chamidah (2020) used a semiparametric model to smooth the spline. 

   In regression, there are two types of data: cross-sectional and longitudinal. Cross-

sectional data has different characteristics from longitudinal data. In cross-sectional data, the 

observations of n subjects were independent, and each subject only has an observation. In 

longitudinal data, the observations of n subjects were also independent, and each subject was 

observed several times (Nidhomuddin et al., 2019). According to Wu and Zhang (2006), there 

are several advantages to researching longitudinal data, including identifying individual 

changes and requiring fewer subjects due to repeated observations. In addition, the estimation 

is more efficient because each observation is carried out. Longitudinal data is done because it 

can provide information about changes from time to time or the dynamics of changes to provide 

an overview of data fluctuations from time to time. Research on longitudinal data includes 

Setyawati et al. (2021) using a spline estimator for semiparametric regression, Islamiyati et al. 

(2019) with penalized spline regression and Nidhomuddin et al. (2022) using a local linear 

estimator for confidence interval of the parameter. 

Longitudinal data are often found in the health sector because of the nature of observations 

made repeatedly over a certain period. One example of a case is Dengue Hemorrhagic Fever. 

Dengue Hemorrhagic Fever (DHF) is a viral infectious disease transmitted through the bite of 

Aedes aegypti and Aedes albopictus mosquitoes, varying from mild to severe (Hidayah et al., 

2017). DHF is a threat to global health. The incidence of dengue fever tends to increase yearly; 

dengue fever is currently an endemic disease with a high mortality rate. 20,000 cases of death 

(Syumarta et al., 2014). Based on data from the Ministry of Health of the Republic of Indonesia, 

in 2022, the number of DHF cases was 45,387, with 432 deaths. DHF is an acute viral infectious 

disease caused by the dengue virus, which is characterized by fever for 2-7 days accompanied 

by bleeding manifestations and decreased platelets (thrombocytopenia). Laboratory criteria 

for indication of DHF are thrombocytopenia (<100,000/mm3) (Ojha et al., 2017). 

Thrombocytopenia is one of the laboratory criteria that can support the diagnosis of DHF. 

At the beginning of the patient's admission to the hospital, the platelet count is usually normal, 

then decreases according to the severity of the disease and the occurrence of bleeding (Faridah 

et al., 2022). In DHF patients, thrombocytopenia occurs due to the appearance of antibodies 

against platelets due to the formation of antigen-antibody complexes (Azeredo et al., 2015). 

Platelets are produced in the bone marrow by fragmentation of the megakaryocyte cytoplasm. 

The average platelet count is 150,000-400,000/mm3. In patients with dengue infection, a 

platelet count of ≤100,000 is usually found between the 3rd to 7th day when suffering from DHF 

(Jayashree et al., 2011). Hemoglobin (Hb) is essential in diagnosing DHF, especially when 

plasma leakage can lead to shock. Hemoglobin in the first days is generally normal or slightly 
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decreased because the dengue virus is still at the replication stage then its levels will rise 

following the increase in hemoconcentration and are the earliest hematological abnormalities 

found in DHF patients (Silitonga et al., 2020). In cases of DHF, decreased Obstacles to the 

formation of erythrocytes in the spinal cord cause hb values. 

The measurement of medical data for DHF sufferers varies significantly, so that DHF 

analysis needs to be considered on every day of treatment. This is due to the possibility that, at 

any time, changes will occur and require medical action. Therefore, it is necessary to model 

daily DHF regarding the patient's platelets. This research will use a local polynomial 

semiparametric regression approach on longitudinal data to estimate the regression model. In 

the local polynomial regression model, it is necessary to select the optimal bandwidth and 

polynomial order method, (i.e. using GCV to select optimal bandwidth) (Fitriyani et al., 2021). 

The type of kernel function used is the Gaussian kernel. The software used to determine the 

bandwidth and estimate the model is software R. The regression model was applied to the DHF 

patient's platelet data while being treated at Roemani Hospital based on the examination time 

and the patient's hemoglobin. The goodness criterion used is MAPE. The purpose of this 

research is to obtain excellent and accurate DHF patient platelet modeling in forecasting so that 

it is hoped that it can provide information to the medical team in treating DHF sufferers.  

 

B. METHODS 

The type of research used in this research is quantitative, which is systematic about a 

situation by collecting data that can be measured using statistical techniques. The data used in 

this research are secondary data obtained from the medical records of the Roemani Hospital, 

Semarang City, Central Java Province, in 2019. The following is a flowchart of the research 

procedures carried out, as shown in Figure 1. 

 

 
Figure 1. Flowchart of the research procedures 

 

Define research problem and conduct literature review 

 

formulate research hypotheses 
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The data is regarding the platelet of DHF (Dengue Hemorrhagic Fever) sufferers affected 

by hemoglobin and examination time while hospitalized. The local polynomial semiparametric 

regression approach to longitudinal data in this research uses a response variable with two 

predictor variables, namely stating the response variable for the i th  subject observation at the 

k th time, ikz
 
and ikt

 
declaring the predictor variables so that the relationship between ikz , ikt

 
and iky  following a semiparametric regression model on longitudinal data. The response 

variable in this research was the platelet level of dengue fever patients during hospitalization 

(thousands/µL), while the parametric component predictor variable was hemoglobin of DHF 

patients while hospitalized (gram/dL) and the nonparametric component predictor variable 

when examining patient platelet levels dengue fever while hospitalized (days). The number of 

subjects taken was 6 for Grade II DHF patients. Applying longitudinal data semiparametric 

polynomial local regression model to analyze the effect of hemoglobin and time of examination 

on platelet per day in DHF patients while being treated at Roemani Hospital, Semarang City, 

with the following steps: 

a. Identification of parametric and nonparametric variables 

b. Create a paired data plot that satisfies the semiparametric regression model: 

 
2

0 1 2 ... ( )p

ik ik ik ik p ik iky z z z f t e          ; 1,2,..., ; 1,2,...,ik n i n       (1) 

 

c. Model equation 1 can be stated as follows: 

 

𝑦𝑖𝑘
∗ = f (𝑡𝑖𝑘) + 𝑒𝑖𝑘 atau  𝒚∗ = f + 𝜺 dengan  𝒚∗ = 𝒚 − 𝑻𝜷 

 

d. The state
 

( )ikf t  can be approximated locally by a Taylor Series of degree p such that: 

 
(2) ( )

(1) 2 ( ) ( )
( ) ( ) ( ) ( ) ( ) ... ( )

2! !

p
p

ik ik ik ik

f t f t
f t f t t t f t t t t t
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       

 

If 
( ) ( )

!
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r

f t

r
   then 2

0 1 2( ) ( ) ( ) ... ( ) p

ik ik ik ik pf t t t t t t t            

 

e. Estimating parameters by minimizing Weighted Least Square (WLS) criteria: 

 

𝑊𝐿𝑆 = ∑ ∑ (𝑦𝑖𝑘
∗ − f (𝑡𝑖𝑘))

2
𝐺ℎ(𝑡𝑖𝑘 − 𝑡)

𝑛𝑖
𝑘=1

𝑛
𝑖=1               (2) 

 

f. Determine the type of weighting, namely, the kernel function used is Gaussian. Gaussian 

Kernel is 𝐺(./ℎ) =
1

√2𝜋
𝑒𝑥𝑝 (

1

2
(−./ℎ2)) , where (.) (. / ) /hG G h h is the Kernel function 

and h is bandwidth (Darnah et al., 2019).  

g. Choose the polynomial order (p) and the optimal bandwidth (h) value that minimizes 

Generalized cross-validation (GCV) (Aydın et al., 2016): 
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GCV(h)=
𝑁−1 ∑ ∑ [𝑦𝑖𝑘−�̂�𝑖𝑘)]2𝑛𝑖

𝑘=1
𝑛
𝑖=1

(𝑁−1𝑡𝑟[𝐼−𝑨(ℎ)])2
     (3) 

 

h. Modeling the platelet of DHF patients using a local polynomial estimator. 

i. Estimation result of local polynomial semiparametric regression models on DHF platelet. 

j. Calculate the R2 and MAPE value. 

 

𝑀𝐴𝑃𝐸 = ∑ ∑ |
𝑦𝑖𝑘−�̂�𝑖𝑘

�̂�𝑖𝑘
|

𝑚𝑖
𝑘

𝑛
𝑖=1 × 100%  and  𝑅2 =

∑ ∑ (�̂�𝑖𝑘−�̅�)2𝑚𝑖
𝑘=1

𝑛
𝑖=1

∑ ∑ (𝑦𝑖𝑘−�̅�)2𝑚𝑖
𝑘=1

𝑛
𝑖=1

; 0 ≤ 𝑅2 ≤ 1 

 

Based on Lewis (1982), MAPE values can be interpreted into 4 categories, namely, as shown 

in Table 1. 

 

Table 1. MAPE Criteria for Model Evaluation 

MAPE Forecasting Power 
< 10% Highly accurate forecasting 
10% ~ 20% Good forecasting 
20% ~50% Reasonable forecasting 
> 5% Weak and inaccurate forecasting 

 

The smaller the MAPE value, the smaller the estimation error. Conversely, the greater the 

MAPE value, the greater the estimation error. The results of a prediction method have excellent 

forecasting ability if the MAPE value is <10% (Setiabudi and Hermawan, 2021). R2 is a value 

that shows how much the independent variable influences the dependent variable. R2 is a 

number that ranges from 0 to 1, indicating the magnitude of the combination of independent 

variables that affect the value of the dependent variable. The R-squared value (R2) assesses how 

much influence a particular independent latent variable has on the dependent latent variable. 

There are three grouping categories in the R2 value: strong, moderate, and weak (Hair et al., 

2011). They stated that an R2 value of 0.75 is in the strong category, an R2 value of 0.50 is in the 

moderate category, and an R2 value of 0.25 is in the weak category (Hair et al., 2011).  

 

C. RESULT AND DISCUSSION 

1. Identification of Parametric and Nonparametric Variables 

The local polynomial semiparametric regression model for longitudinal data was applied 

to cases of DHF sufferers at Roemani Hospital Semarang City in 2019. This research wanted to 

see the relationship between platelet count as a response variable to the predictor variable, 

namely hemoglobin and time of observation. The characteristics of Grade II DHF patients were 

symptoms of fever, headaches, pain behind the eyeballs, aches, and joint pain accompanied by 

spontaneous bleeding such as red spots on the skin, nosebleeds, bleeding, gums, vomiting blood, 

or black stools. Presented in Table 2 below are the characteristics of the five patients used in 

this research based on the patient's age and gender, consisting of 4 male patients and 1 female 

patient: 
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Table 2. Characteristics of the DHF patients 

No Patient Age Gander 
1 Patient 1 63 Male 
2 Patient 2 16 Male 
3 Patient 3 4 Female 
4 Patient 4 24 Male 
5 Patient 5 88 Male 

 

This research used semiparametric regression with a local polynomial approach. This 

research aims to model the platelet levels of DHF patients to get a picture of the changes in each 

patient when hospitalized. The predictors used in this research are the amount of hemoglobin 

levels and the time of observation. In this research, the cases used were DHF patients of Grade 

II. The number of patients observed was five patients, and each patient was observed for six 

days while being treated at the hospital. Semiparametric regression has a curve with a known 

pattern approximated by parametric and an unknown pattern approximated by non-

parametric. The parametric and non-parametric variables have to be identified through the 

scatterplot. The scatterplot is made between response and predictor variables. The relationship 

pattern formed between the platelet response variable and the predictor variable of 

observation time and hemoglobin for DHF patients of Grade II can be seen from the following 

scatterplot, as shown in Figure 2 and Figure 3. 

 

 
Figure 2. Scatterplot between the platelet and observation time 
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Figure 3. Scatterplot between the platelet and hemoglobin 

 

Based on the results of the scatterplot, Figure 2 shows that the response variable has an 

unknown pattern curve, so it can be concluded that a non-parametric approach approximates 

the predictor variable of observation time. Figure 3 shows the response variable has a known 

pattern curve, so it can be supposed that a parametric approach is used in the hemoglobin 

predictor variable. 

 

2. Semiparametric Regression Model Polynomial Local Longitudinal Data 

a. Optimum Bandwidth Selection and Polynomial Order 

Given the observation data 𝑦𝑖𝑘, 𝑧𝑖𝑘, 𝑡𝑖𝑘, the local semiparametric regression polynomial 

model for longitudinal data is as follows, which contains as many as n subjects with the 

ith subject as many as k time of observations, where 𝑦𝑖𝑘 is the response variable for the 

ith subject and the kth time of observation, while 𝑧𝑖𝑘 and 𝑡𝑖𝑘 are predictor variables. The 

relationship between the response variable (𝑦𝑖𝑘) and the predictor variable (𝑧𝑖𝑘) has a 

known functional form, namely linear, which is a parametric component, while the 

relationship between the response variable (𝑦𝑖𝑘) and the predictor variable (𝑡𝑖𝑘) has a 

non-functional form. Note that this is a nonparametric component. These relationships 

can be modeled with semiparametric regression, which can be seen in the following 

equation: 

 

0 1 ( )ik ik ik iky z f t e     , 1,2,..., ; 1,2,...,ik n i n         (4) 

 

Equation (4) can also be expressed in matrix form so that it becomes:  

 

  y Zβ f ε  

* ( )ik ik iky f t e   then  * y f ε ;  * y y Zβ   

 

Next, denoting ( )ikf t is approximated by a local polynomial estimator of degree p so that 

it becomes. 
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0 1 2( ) ( ) ( ) ... ( ) p

ik ik ik ik pf t t t t t t t           , where 
( ) ( )

!

r

r

f t

r
  . 

 

The parameter estimation used is a method that minimizes error, namely the WLS 

method. The Local Polynomial Estimator for �̂� is obtained using the WLS method so that 

it is obtained: 

 

�̂� = 𝑻𝑡0
(𝑻𝑡0

𝑻𝑲ℎ𝑻𝑡0
)−1𝑻𝑡0

𝑻𝑮ℎ *y  

with 𝒛𝑖𝑗 = [1, (𝑡𝑖𝑘 − 𝑡0), (𝑡𝑖𝑘 − 𝑡0)2, . . . , (𝑡𝑖𝑘 − 𝑡0)𝑝]𝑇, 𝑻𝒊 = [𝒕𝒊𝟏, 𝒕𝒊𝟐, . . . , 𝒕𝒊𝒏𝒊
]𝑇, 

𝑻𝑡0
= [𝑻𝟏

𝑻, . . . , 𝑻𝒏
𝑻], 𝑮ℎ = 𝑑𝑖𝑎𝑔(𝑮1ℎ, . . . , 𝑮𝑛ℎ), 𝑮(./ℎ) =

1

√2𝜋
𝑒𝑥𝑝 (

1

2
(−./ℎ2)) 

  

The estimator f can be expressed as follows: 

 

�̂� = 𝐀 *y =  𝐀( )y Zβ  dengan  𝐀 = 𝑻𝑡0
(𝑻𝑡0

𝑻𝑮ℎ𝑻𝑡0
)

−1
𝑻𝑡0

𝑻𝑮ℎ 

β = [𝐙𝑇(𝑰 − 𝑨)𝑇(𝑰 − 𝑨)𝐙]−1𝐙𝑇(𝑰 − 𝑨)𝑇(𝑰 − 𝑨)𝒚. 

with,  𝑨𝒑𝒂𝒓 = 𝐙[𝐙𝑇(𝑰 − 𝑨)𝑇(𝑰 − 𝑨)𝐙]−1𝐙𝑇(𝑰 − 𝑨)𝑇(𝑰 − 𝑨). 

𝑨𝒏𝒐𝒏𝒑𝒂𝒓 = 𝑨(𝑰 − 𝑨𝒑𝒂𝒓). 

𝑨∗(𝒉) = 𝑨𝒑𝒂𝒓 + 𝑨(𝑰 − 𝑨𝒑𝒂𝒓) (Wu dan Zhang, 2006). 

 

One of the most important things in making a regression model using a local polynomial 

estimator is choosing the optimum bandwidth and polynomial order to obtain a local 

polynomial semiparametric regression model on longitudinal data as follows: 

 
2

0 1 0 1 2( ) ( ) ... ( ) p

ik ik ik ik ik py z t t t t t t                

 

This research uses the GCV method to select the optimum bandwidth and polynomial 

order. Before estimating the model parameters, determine the optimal bandwidth and 

polynomial order. The degree of the local polynomial used to estimate the model is p = 

1, p = 2, p = 3 and p = 4. In the following, Table 3 is presented to determine the optimum 

bandwidth and polynomial order based on the GCV method as shown in Table 3. 

 

Table 3. Bandwidth and polynomial order using GCV 

Bandwidth Polynomial Order GCV 
3.2 1 581.643 
1.5 2 275.065 
2.1 3 292.358 
2.5 4 298.001 

 

The selection of optimal bandwidth and polynomial order are based on the smallest GCV 

value. Table 3 obtained a minimum GCV value of 275.065, so the optimal bandwidth 

value of 1.5 and polynomial order of 2 can be determined. The bandwidth results are 
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used as a guideline in deciding model parameter estimates so that the modeling of DHF 

patient platelet levels is obtained. 

b. Modeling the platelet of DHF patients using the local polynomial estimator 

After obtaining the optimal bandwidth value and polynomial order, the next step is to 

estimate the parameters using a local polynomial estimator. Based on the estimation of 

the model parameters, the platelet model equation for DHF patients can be formed. The 

following is the platelet modeling equation for DHF patients of Grade II in the 1st patient 

at the 3rd observation time, presented as follows: 

 
2

13 0 13 1 0 13 1 13 2( 3) ( 3)y z t t            

16 2

13 13 13 136.11 10 1.45 258.29 ( 3)1.95 ( 3) 5.79y z t t           (5) 

 

The following is the platelet modeling equation for DHF patients of Grade II in the 4th 

patient at the 1st day observation time, presented as follows: 

 
2

41 0 41 1 0 41 1 41 2( 4) ( 4)y z t t            

16 2

41 41 41 419.30 10 1.48 289.58 ( 4)27.42 ( 4) 6.49y z t t          (6) 

 

Based on equation 5, in the 1st DHF patient during the 3rd day of observation, while being 

hospitalized, an increase in hemoglobin of 1 gram/dL will reduce platelets by 1.450/µL, 

assuming the variable of observation time is in constant or fixed model. Based on 

equation 6, in the 4th DHF patient during the 1st day of observation while hospitalized, if 

there is an increase in hemoglobin of 1 gram/dL, the platelets of the DHF patient will 

decrease by 1.480/µL assuming the variable of observation time is in constant or fixed 

model. 

 

3. Estimation Result of Local Polynomial Semiparametric Regression Models on DHF 

Platelet 

Based on the GCV method, the optimal bandwidth obtained is h = 1.5 and polynomial order 

of 2, so the estimated value of the platelets of DHF patients can be generated. In the following, 

a graph will be presented of the estimation results of DHF patient thrombocytes using local 

polynomial semiparametric regression model, then compared with the actual platelet data of 

DHF patients. Estimation results are presented in green lines, and actual data are presented in 

blue dots as shown in Figure 4. 
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Figure 4. Compare actual data and estimation result 

 

The estimation results of the local polynomial semiparametric regression model showed 

that the lowest platelets were experienced by the 1st and 4th patients with DHF, namely 

44.000/µL. The decrease in platelets was experienced by 1st patient on the 3rd day while being 

treated at the hospital and also shared by the 4th patient on the 4th day while being treated at 

the hospital. Information on the occurrence of a decrease in platelets is important for the 

medical team to treat DHF patients. The 1st patient has the characteristics of a 63-year-old male, 

while the 4th patient has the characteristics of a 24-year-old male. Based on the graph presented 

in Figure 4, it can be seen that the platelets from the estimation results of the local polynomial 

semiparametric regression model follow the pattern of the actual data. The local polynomial 

semiparametric regression model's estimation results can be declared the best model if the 

resulting R2 is close to 100%. The coefficient of determination obtained from the estimation of 

the local polynomial semiparametric regression model on the platelet data of DHF patients is 

84.25% in the strong category. This indicates that all predictor variables (hemoglobin and time 

of observation) simultaneously affect 84.25% of the platelets of DHF patients. At the same time, 

the remaining 15.75% is influenced by other variables not tested in the research. The smaller 

the MAPE, the more accurate a model is in forecasting. The accuracy of the estimation results 

of the local polynomial semiparametric regression model, as seen from the MAPE value of 4.5%, 

indicates the ability to forecast highly accurately. Models with a MAPE value of less than 10% 

are better forecasting models. Therefore, it can be concluded that modeling platelet levels using 

local polynomial semiparametric regression is a better forecasting model. Previous research 

carried out by Side et al. (2020) used a different estimator, namely Spline, which produced a 

coefficient of determination value of 75.3%, which means that the estimator approach used in 

this research was local polynomial which made the coefficient of determination value greater 

than previous research, namely equal to 84.25%. 

 

D. CONCLUSION AND SUGGESTIONS 

Application of local polynomial semiparametric regression model to longitudinal data in 

cases of dengue hemorrhagic fever (DHF) with the response variable used is platelets and the 

predictor variables are hemoglobin and time of observation. Based on the results of the 

scatterplot, it was obtained that the predictor variable of observation time was approached 
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parametrically, while the hemoglobin predictor variable was approached non-parametrically. 

Optimum bandwidth selection based on the GCV method obtained h = 1.5 and polynomial order 

p = 2, then applied to DHF patient platelet data, which produces an estimation of local 

polynomial semiparametric regression model that follows the actual data pattern. The 

estimation results of the local polynomial semiparametric regression model showed that the 

lowest platelets were experienced by the 1st and 4th patients with DHF, namely 44.000/µL. The 

decrease in platelets was experienced by 1st patient on the 3rd day while being treated at the 

hospital and also shared by the 4th patient on the 4th day while being treated at the hospital. The 

1st patient has the characteristics of a 63-year-old male, while the 4th patient has the 

characteristics of 24-year-old male. Modeling the platelets of DHF patients obtained using a 

local polynomial estimator resulted in R2 value of 84.25% in the and MAPE of 4.5% indicating 

highly accurate forecasting, so it can be concluded that the resulting model is better at 

forecasting. 

This research is only limited to cases of DHF patients with Grade II, so it needs to be studied 

further by adding the number of patients other than Grade II. DHF disease does not only take 

into account platelets, hemoglobin, and observation time but also considers hematocrit, 

leukocytes and body temperature of DHF patients. In addition, further research can be 

developed by including the variables of hematocrit, leukocytes and body temperature of DHF 

patients. 
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