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 The government continues to carry out poverty reduction strategies in 
Indonesia, especially in West Java Province. West Java Province is a 
province that has the most populous population in Indonesia. This will 
affect the level of welfare and the amount of poverty. The strategy 
undertaken is inseparable from accurate poverty data and is available 
from year to year. Even from the available data, the government can 
forecast the number of poor people in the coming years. Seasonal 
Autoregressive Integrated Moving Average (SARIMA) method is one of 
forecasting methods. SARIMA is the development of the ARIMA model 
which has a seasonal effect. Based on the results of the study, that poverty 
data forecasting in the province of West Java using the SARIMA method 
obtained SARIMA model (0,1,1) (1,1,1)4. This model is the best model for 
forecasting data with an R-Squared value of 98%, Mean Square Error is 
7.705.5800.000 and Mean Absolute Percentage Error is 2,81%. It’s means 
this SARIMA model is very good in predicting poverty data in West Java 
Province. 
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A. INTRODUCTION  

The problem of poverty is one of the problems that is still faced by Indonesian state today. 

Poverty is a complex and multidimensional problem, because it is one indicator to determine 

the success rate of a country's development (Claro et al., 2016). The development program 

has been successful if the poverty rate is low so that it can improve the welfare of people's 

lives (Matondang, 2017). The problem of poverty is a global problem faced by many countries 

because one of the fundamental problems involves the needs in life. Thus, poverty is a 

problem that has existed and is still being faced by countries in the world including in 

Indonesia. 

The Indonesian government has made efforts to resolve the problem of poverty, starting 

from regional, regional, national and international. However, various government policies 

have not been able to eradicate poverty. Based on the latest data in March 2019 from the 

Badan Pusat Statistik (BPS- Statistics Indonesia), Indonesia's poor population is 25.14 million. 

http://journal.ummat.ac.id/index.php/jtam
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This number has decreased by 810 thousand population compared to the previous year in the 

same period. Thus, the percentage of poor people amount as of March 2019 was recorded at 

9.41 percent. This percentage has decreased compared to the previous year of 9.82 percent. 

West Java Province is the province with the most population in Indonesia. This will affect the 

level of welfare and the amount of poverty is still large in West Java Province. Based on BPS 

data, that the poor population in West Java has decreased by around 140.2 thousand 

inhabitants. In September 2018 it was 3,539.40 thousand people to 3,399.16 thousand people 

in March 2019. BPS categorizes the poor population as residents with per capita expenditure 

per month below the poverty line. 

The government continues to carry out poverty reduction strategies in Indonesia. The 

strategy undertaken is inseparable from accurate poverty data and is available from year to 

year. This will help the government coordinate with regional heads to make decisions that 

must be made in poverty alleviation. Even from the available data, the government can 

forecast the number of poor people in next years. The government can plan strategies that 

will be implemented to reduce the population in the future if forecasting result is very large. 

Forecasting obtained from the analysis of data available from time to time. This analysis is 

called time series analysis. Time series analysis is used to perform data analysis that 

considers the effect of time sequence in hours, days, weeks, months, quarters and years. 

Time series modelling observes observational behavior taken from time to time 

sequentially (Hillmer & Wei, 2006). The application of time series analysis for forecasting in 

various fields as financial, social and economic. Forecasting can resolve problems in their 

fields to help preparation of plans, strategic and decision making for the future. Forecasting 

methods that can be used are very diverse. Application of forecasting methods that have been 

carried out in the economic field of customer transaction forecasting at Store X using the 

Seasonal Autoregressive Integrated Moving Average (SARIMA) method is more accurate than 

the Holt-Winters Exponential Smoothing method (Pongdatu & Putra, 2018). In addition, 

applications in the field of health in predicting the occurrence of Tuberclosis using the 

SARIMA method produce an accurate model (Patowary & Barman, 2017). The forecasting 

application using the SARIMA method is very accurate in forecasting electricity consumption 

for health service buildings (Kaur & Ahuja, 2019) and monthly flow forecasting in the 

Waterval River in South Africa (Tadesse & Dinka, 2017). The Naïve method is more accurate 

in forecasting poverty data than the Moving Average method (Kumila et al., 2019). In addition, 

the Autoregressive Distributed Lag method can be used to Forecasting accurately poverty 

data in West Nusa Tenggara Province (Rahmasari et al., 2019). 

This research predicted poverty data in West Java Province using the Seasonal 

Autoregressive Integrated Moving Average (SARIMA) method. ARIMA is considered more 

popular in forecasting because it is more flexible and represents many variations of data at a 

particular time series (Seymour et al., 2002). While SARIMA is the development of the ARIMA 

model which has a seasonal effect (W. Gikungu, 2015). The pattern of poverty data each year 

has a seasonal effect depending on economic conditions and changing positions in the 

government, so it can be affect government effort in poverty reduction. 
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B. METHODS 

1. Data 

The forecasting technique uses the Seasonal Autoregressive Integreted Moving Average 

(SARIMA) method. If the data has a seasonal pattern, then a more appropriate method is to 

use SARIMA. Seasonal is the tendency to repeat the pattern of behavior in the season period, 

usually one year for monthly data (Ukhra, 2014). The ARIMA Seasonal Model is an ARIMA 

model that is used to complete seasonal time series which consists of two parts, namely the 

non- section and the seasonal section. The non-seasonal part of this method is the ARIMA 

model. 

The research design uses a comparative ex post facto causal research design, meaning that 

the data was collected after all the events in question took place. Secondary data used are 

population poverty data of West Java province from 2002 to 2019. In this study the sampling 

technique used in sampling is purposive sampling. The analysis used is descriptive statistical 

analysis and SARIMA method. Data obtained from the official website of Badan Pusat Statistik 

(BPS- Statistics Indonesia), are presented in the following Table 1 below: 
 

Table 1. Number of Poor Population of West Java Province 
Year Total Population  Year Total Population 
2002 3.399.500  2011 4.716.800 
2003 3.615.700  2012 4.852.300 
2004 4.168.700  2013 5.249.600 
2005 4.224.600  2014 5.457.800 
2006 4.435.600  2015 5.712.400 
2007 4.238.900  2016 5.137.600 
2008 4.375.100  2017 4.654.400 
2009 4.430.100  2018 4.898.700 
2010 4.650.600  2019 4.938.300 

(Source: https://jabar.bps.go.id)  
 

2. ARIMA Model Time Series 

Time series are events that occur based on certain times in sequence. Forecasting in time 

series is an action to predict events that will occur in the future based on previous data 

(Hillmer & Wei, 2006). One of time series models is ARIMA. ARIMA is often also referred to as 

the Box-Jenkins time series (Ngo, 2013). ARIMA is usually used for short-term forecasting. 

The ARIMA model in predicting long term is not good and appropriate because it tends to be 

flat for a long period (Octora & Kuntoro, 2013). ARIMA model is defined as follows (Hillmer & 

Wei, 2006):  

a. Autoregressive (AR) Model  

The Autoregressive model is a regression equation model connect to previous values 

from a dependent variable with its variable (Ekananda, 2014). The general form of the 

Autoregressive model with the order p written with AR (p) or ARIMA model (p, 0,0) is 

stated as follows: 

0 1 1 ...t t p t p tY Y Y e              (1) 

with tY  is observation value at the time t; 0 is constant; p is autoregressive parameter to 

p, and te is error value t. 

https://jabar.bps.go.id/
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b. Moving Average (MA) 

Moving average is a relationship current value as the number of small interruptions in 

previous time or depends on the previous value of the error element. The function of 

Moving Average will explain an observation t that expressed as a linear combination of a 

number errors. Process of Moving Average have order q can be stated as ARIMA (0,0, q) or 

it can be written MA (q). The general form of MA (q) is as follows. 

1 1 1 ...t i q i qX e e e             (2) 

with q  is moving average parameter p, and i qe   is error value on i – q  

 

c. Autoregressive Moving Average (ARMA) 

This model is a combination of the Autoregressive (AR) process and the Moving 

Average (MA) process. So, combination of this models can be well calculated past values of 

the predicted variable and value of errors in the past. ARMA model can be stated (p,q). The 

general equation for this model is as follows: 

1 1 1 1... ...t t p t p t i q t qZ Z Z e e e                  (3) 

with tZ is data on the period t, t pZ  is data on the period t-p, te is error on the period t, t qe 

is error on the period t-q, p is autoregressive parameter p, q is moving average 

parameter q. 

 

d. Autoregressive Integrated Moving Average (ARIMA) 

The ARIMA model is a development of ARIMA with the addition of one parameter d, so 

that the ARIMA model has three parameters namely (p, d, q), where p is an autoregressive 

parameter (AR), q is a moving average (MA) parameter, d is a number of differencing 

processes. The reason for the development of the ARIMA method is because in some other 

methods there are assumptions for certain types of data patterns, whereas in ARIMA there 

are no assumptions regarding a fixed pattern (Hermawan, 2011). The general equation of 

the ARIMA model (p, d, q) is as follows: 

     0 1 1 2 1 2 1 1 1 11 ... ...t t t p p t p p t p t t q t qZ Z Z Z Z a a a                             (4) 

with tZ  is data on the period t, t pZ  is data on the period t-p, ta is error on the period t, t qa 

is error on the period t-q, 0 is constant, p is autoregressive on p, and q is moving average 

on q. 

 

e. Seasonal ARIMA (SARIMA) Model 

This model is a model that contains elements of seasonal patterns. Seasonal is the 

tendency to repeat the pattern of behavior in the season period, usually one year for 

monthly data (Wibowo, 2018). This model is a development of the ARIMA model. If the 

ARIMA is used for non-seasonal data or in other words the ARIMA is not suitable for 

seasonal data, so to overcome seasonal problems, the development of the previous model, 

now known as the Seasonal ARIMA model, is developed. The general form of the ARIMA 

model with seasonal patterns   , , , ,
S

p d q P D Q can be stated as follows: 



80  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 4, No. 1, April 2020, pp. 76-86  

 

 

          1 1
DdS S S

p p t q q tB B B B Z B B a          (5) 

with: p,d,q is AR order, differencing order and MA nonSeasonal order, P,D,Q is AR order, 

differencing order and MA Seasonal order,  p B is AR non-seasonal order,  S

p B is AR 

seasonal order,  1
d

B is differencing non-seasonal order,  1
D

SB is differencing 

seasonal order,  q B  is MA non-seasonal,  S

q B  is MA seasonal, ta is error on t period. 

 

3. Parameters Errors 

a. Mean Square Error (MSE) 

Mean Square Error (MSE) is to look for errors from the average error in observations 
(Willmott & Matsuura, 2005). MSE can be used to find out how big is the error in the data 
from the model used. MSE can be used as an indicator of incompatibility in modeling. 
RMSE can be calculated using 

 
2

1

n

i

i

x x

MSE
n








        (6) 

with x  is forecast value, ix is observation value to-I, n is the amount of data. 

 
b. Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error (MAPE) is the absolute error in each period divided 

by the real observed value for that period. Then calculate the average of the absolute 

percentage error (Kim & Kim, 2016). Just like RMSE, MAPE calculates errors from 

observational and predictive data that appear in percentage values. MAPE values can be 

calculated by the following equation: 

1100%

n

i

i

i

x x

MAPE
n x




 

  
 


       (7) 

The MAPE accuracy criteria can be seen in the following table (Chang et al., 2007): 

Table 2. Accuracy Criteria MAPE 
Forecasting MAPE  Percentage 

Excellent forecasting MAPE < 10% 
Good forecasting MAPE 10% – 20% 
Enough forecasting MAPE 20% – 50% 
Inaccurate forecasting MAPE > 50% 

 

c. R-Squared 

R-squared is a method for linear regression models to test the merit of a model 

(Malkina-Pykh & Pykh, 2019). R-square is 0-1, the closer the value is to 1, the better the 

model is. The R-square value can be calculated using the following equation: 

 

 

2

2 1

2

1

1

n

i

i

n

i

i

x x
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x x


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
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




        (8) 
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4. Forecasting Stages 

The steps in forecasting using the SARIMA method are described in the following flow 

chart: 

 
 

Figure 1. Forecasting Flow Chart 

 

Based on Figure 1, the first step is to identify the model through a time series plot, 

Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF). The data is 

made into a time series plot, ACF and PACF. Then the data can be determined stationary or 

not. If the data is not stationary to the mean, then differencing is performed. In determining 

the order of AR (p), consider the Partial Autocorrelation Function (PACF) graph. If the 

autocorrelation coefficient is significantly different from zero or there is a lag on the PACF 

that comes out of the boundary line then that lag will be the AR order. Conversely, to 

determine the order MA (q) then consider the Autocorrelation Function (ACF) graph if the 

autocorrelation coefficient is significantly different from zero or there is a lag in the ACF that 

comes out of the boundary line then that lag will be the MA order. 
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After checking ACF and PACF, the SARIMA model will be estimated, then the model 

obtained will be tested. Testing this model to test the feasibility of the model obtained by 

looking at the value of RMSE, MAPE and R-Squared. Models that are feasible will be used to 

make predictions for the future 

 

C. RESULT AND DISCUSSION 

1. Research data  

Figure 2 is a time series plot of poverty data in the province of West Java from 2002 to 

2019. 

 
Figure 2. Poverty Time Series Plot Data 

 

Based on the graph, it shows that the data is influenced by both trend and seasonal 

patterns because the plot shows fluctuations that increase, ie movements from lower left to 

upper right on the graph and recur in certain years. However, the graph shows that seasonal 

patterns are stronger than trend patterns so that trend patterns appear less clear. 

Furthermore, the data will be seen from ACF and PACF. The following chart is ACF and PACF 

 

 

 

Figure 3. Graph of ACF and PACF 
 

2. Seasonal ARIMA Model 
After determining ACF and PACF, Figure 3 shows autocorrelation in the data, which is a 

bar that crosses the red line so the data is not stationary. Therefore, poverty data needs to be 

20
19

20
18

20
17

20
16

201
5

201
4

20
13

20
12

201
1

20
10

20
09

20
08

20
07

20
06

200
5

200
4

200
3

20
02

6000000

5500000

5000000

4500000

4000000

3500000

Year

P
o

v
e
rt

y
 D

a
ta

Graph of Poverty Data

161412108642

1.0

0.8

0.6

0.4

0.2

0.0

-0.2

-0.4

-0.6

-0.8

-1.0

Lag

A
u

to
c
o

rr
e
la

ti
o

n

Graph of Autocorrelation Function

161412108642

1.0

0.8

0.6

0.4

0.2

0.0

-0.2

-0.4

-0.6

-0.8

-1.0

Lag

P
a
rt

ia
l 

A
u

to
c
o

rr
e
la

ti
o

n

Graph of Partial Autocorrelation Function



  Desri Kristina Silalahi, Forecasting of Poverty Data...  83 

 

 

done differencing to stationing the data. After differencing, ACF and PACF charts will be 

observed. Differencing is done is the first differencing. The following chart is ACF and PACF 

after differencing d = 1. 

 

 

 

Figure 4. ACF and PACF Graphs after First Differencing 

 
Based on Figure 4, after the first differencing ACF graph is seen cut off, while the PACF 

graph is seen dying down in lag 1. Thus, the ARIMA model is pure MA with p = 0, d = 1 and q = 

1. The ARIMA model can be written ARIMA (0, 1, 1). Furthermore, when viewed from the time 

series data graph in Figure 2, it appears that the pattern repeated within a period of 4 years. 

Furthermore, if observed from the ACF results in lag 4 decreased significantly, while PACF in 

lag 3 increased while decreased in lag 4. Thus, the ARIMA model is a seasonal ARIMA. The 

next stage is differencing first in lag 4 and then ACF and PACF are determined. The following 

chart is ACF and PACF after the first differencing with seasonal S = 4. 

 

  

Figure 5. ACF and PACF Graphs after Differencing d = 1 with Seasonal S = 4 
 

Based on Figure 5, after the first differencing and seasonal lag 4, the data is stationary in the 

mean and variance. Figure 3 shows the fluctuations in the data along the time axis and means 

the values d = 1 and S = 4. The ACF graph looks dying down in lag 1 meaning that the AR value 

is in seasonal ARIMA. Thus, the ARIMA seasonal model is p = 1, d = 1 and q = 1. Thus, the 

ARIMA seasonal model is [ARIMA (0,1,1)(1,1,1)4]. SARIMA modeling results are obtained after 

conducting trials and errors in model selection. This modeling is considered as the best 

modeling for poverty data prediction. The following table provides a combination of the 

SARIMA model. 
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Table 3. Combination of ARIMA 
Combination of Model MSE MAPE R-Squared 
ARIMA (0,1,1) (1,1,1)4 7.705.5800.000 2,81% 0,98 
ARIMA (0,1,2) (1,1,1)4 62.002.800.000 2,38% 0,91 

 

Based on Table 3, the MSE value is greater in the ARIMA model (0,1,1) (1,1,1)4 and the R-

Squared value is also greater, then the ARIMA model (0,1,1) (1,1, 1)4 is used as a prediction 

model because it is able to forecast very accurately. Next, parameter estimation is performed 

for the ARIMA model (0,1,1) (1,1,1)4. The following table presents the estimated parameters 

of the ARIMA model (0,1,1) (1,1,1)4. 

 

Table 4. ARIMA Model Parameter Value (0,1,1) (1,1,1)4 

Variable Coefficient Std. Error t-value p-value 

SAR (4) -0,836 0,333 -2,51 0,033 

MA (1) 0,991 0,297 3,33 0,009 

SMA (4) 0,713 0,512 1,39 0,197 

Constant -119069 1317 -90,40 0,000 

 
Based on Table 4, the parameter value of each variable has a p-value < 0.05 except the 

Seasonal MA variable (4) has a p-value > 0.05, so it is not used in mathematical modeling. 

However, other variables can be used in the model. Therefore, mathematically the SARIMA 

model (0,1,1) (1,1,1)4 is: 

 

1 4 5 8 911907 0,845 0,836 0,836 0,836t t t t t t tZ a a a a a a               (9) 

 

ARIMA Seasonal prediction models obtained, then forecasting poverty data from 2002 to 

2009 in West Java province. The following graph is the result of poverty data prediction: 

 

 
Figure 6. Poverty Data and Forecasting Results in West Java Province 
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Furthermore, the ARIMA Seasonal prediction model can be done for the next 5 years 

forecasting, from 2020 to 2024 for poverty data in West Java. Prediction of the amount of 

poverty data in the future can make a picture of the data used by stakeholders in decision-

making in reducing the poverty rate of a region. The policy taken can reduce the poverty rate 

that occurs in an area. Policies that can be taken by increasing income and better community 

welfare. Most families are poor has a large number of family members so the condition their 

economies on the poverty line have deteriorated along with worsening income or welfare 

inequality (Silastri et al., 2017). Based on SARIMA modeling obtained in equation 9, then the 

following table forecasting the next 5 years: 

 

Table 5. Poverty Data Forecasting Results in West Java Province 

Year Forecast Lower Upper 

2020 4.984.285 4.440.100 5.528.469 

2021 5.270.816 4.726.607 5.815.025 

2022 5.258.144 4.713.910 5.802.377 

2023 5.105.535 4.561.278 5.649.793 

2024 4.696.876 4.078.319 5.315.434 

 

D. CONCLUSION AND SUGGESTIONS 

The conclusion from this research that the SARIMA method can be used for seasonal data 

that can provide forecasting results that are not much different from the actual data. In 

forecasting poverty data in West Java Province, the SARIMA model (0,1,1) (1,1,1)4 is the best 

model for forecasting the data with an R-Squared value is 98%. Means the SARIMA model 

(0,1,1) (1,1,1)4 is very good in predicting poverty data in West Java Province in the next 5 

years from 2020 to 2024. Furthermore, to calculate forecasting or predict things in economics, 

statistics and so on, it would be better to try various methods and use more data. To find the 

most accurate results from the method performed. 
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