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 This study proposes a cluster analysis of provinces based on national food security 
data. The research objective is to determine provincial clusters based on food 
indicators which include rice harvest area, distribution of rice stocks, percentage of 
trade margin and transportation of rice distribution, percentage of average per 
capita expenditure, and total per capita consumption of rice. The source of 
observation data for the Rice Harvested Area by Province variable is the Ministry 
of Agriculture, Central Bureau of Statistics and Agriculture Services throughout 
Indonesia. This study uses data mining techniques in data processing with the K-
Medoids algorithm. The K-Medoids method is a clustering method that functions to 
break down data sets into several groups. The advantage of this method is that it 
can overcome the weakness of the K-Means method which is sensitive to outliers. 
Another advantage of this algorithm is that the results of the clustering process do 
not depend on the order in which the dataset is entered. The k-medoids clustering 
method can be applied to food security data by province. From grouping the data 
obtained three clusters, with silhouette coefficient values for cluster 1, cluster 2, 
and cluster 3 respectively 0.33; 0.32; and 0.44. With the largest silhouette 
coefficient value obtained in cluster 3 and the cluster has entered into a strong 
cluster structure. The research results can provide information to the government 
about food security grouping data in Indonesia which has an impact on the 
distribution and availability of food in Indonesia. 
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A. INTRODUCTION  

Food security in Indonesia is an issue that is often discussed, because of the large 

population in Indonesia and the country's rapid economic growth. This study discusses food 

security in Indonesia to find out how the current index of food security in Indonesia is described 

by looking at the grouping in each province that has the same characteristics. Data mining is 

the process of automatically finding useful information in large data repositories (Tan et al., 

2019), (Arora & Varshney, 2016). Clustering is known as a segmentation technique which helps 

in dividing large data sets. This technique groups past data. Clustering is also part of artificial 

intelligence techniques (Maheshwari, 2015), (Chen et al., 2023). The purpose of clustering is to 

determine intrinsic grouping in a data set that is not labeled depending on some measure of 

similarity, for example Euclidean distance (Shukur & Alrashid, 2014), (Chen et al., 2022). The 
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clustering method used in this research is K-Medoids. K-Medoids is a clustering algorithm that 

aims to minimize the absolute error criterion of Sum of Squared Errors (SSE). Similar to the K-

means clustering algorithm, the K-Medoids algorithm runs iteratively until each representative 

object is actually a medoid of the cluster (Aggarwal & Reddyck, 2014), (Harikumar & Pv, 2015). 

Several previous studies used cluster algorithms, such as the use of a clustering system to 

facilitate the process of identifying halal food menu ingredients (Sucipto et al., 2021); research 

processing COVID-19 pandemic data through data mining techniques using K-Means clustering 

with the help of three software, namely KNME, Weka, and Microsoft Excel to classify areas 

based on the number of infected and dead (Indraputra & Fitriana, 2020). Grouping data on 

areas infected with COVID-19 with the best grouping was carried out using the K-Medoids 

algorithm as many as 3 clusters using the Rapid Miner software (Sindi et al., 2020); comparative 

analysis of K-Means with K-Medoids of the two algorithms in different data sets to explain the 

strengths and weaknesses of both (Arbin et al., 2015); evaluation of the performance of the 

basic K-Means algorithm was carried out using various distance metrics (Thakare & Bagal, 

2015); increase in clustering results based on the Davies Bouldin Index in determining the 

initial centroid in the K-Means algorithm (Sitompul et al., 2019). 

In this study, the K-Medoids method was used to classify each province and differentiate it 

from other studies. The research results are distributed in spatial mapping to determine the 

national food security clusters. The variables used are paddy harvested area, distribution of 

rice stocks per regional office in Bulog, percentage of trade and transport margins as well as 

main rice distribution chains, percentage of average per capita expenditure per month for food 

in rural and urban areas according to total rice consumption per capita per year. The 

importance of achieving sustainable food security and ensuring that all regions have adequate 

access to food in sufficient quantities, nutritious, of quality in a sustainable manner, and easy to 

reach. 

 

B. METHODS 

1. Data Mining 

Data mining is a method for finding certain patterns from large data sets. Data mining can 

be interpreted as knowledge mining from large data (Chikohora, 2014). Data mining is an 

amalgamation of several scientific disciplines such as computers which are defined as the 

process of discovering new patterns from very large data sets, including cutting methods from 

artificial intelligence, machine learning, statistics, and database systems (Khatami et al., 2017). 

In general, the uses of data mining can be divided into two: descriptive and predictive. 

Descriptive means data mining is used to look for patterns that can be understood by humans 

that explain the characteristics of the data. While predictive means data mining is used to form 

a knowledge model to make predictions. Based on their functionality, data mining tasks can be 

grouped into the following six groups (Shen et al., 2023): (a) Classification is to generalize 

known structures to be applied to new data; (b) Clustering is grouping data, whose class label 

is unknown, into a certain number of groups according to the size of their similarity; (c) 

Regression is finding a function that models data with the minimum error (prediction error); 

(d) Anomaly detection is identifying data that is not common, can be in the form of outliers, 

changes or deviations that may be very important and need further investigation; (e) 
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Association rule learning is dependency modeling: looking for relations I or between variables; 

and (f) Summarization is to provide a simpler data representation, including visualization and 

report generation. The analysis used in this research is clustering. 

 

2. Clustering and Distance Measures 

Clustering is the process of grouping objects based on information obtained from data that 

describes the relationship between objects with the principle of maximizing the similarities 

between members of one class and minimizing the similarities between clusters (Pinheiro et 

al., 2020). Euclidean distance calculates the distance of two points by knowing the value of each 

attribute at these two points. Euclidean distance is calculated using equation (1). 

 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑝, 𝑞) = (∑ 𝜇𝑘|𝑃𝑘 − 𝑞𝑟|𝑟
𝑛

𝑘
)
1

𝑟
 (1) 

 

Distance is a commonly used approach to determine the similarity or dissimilarity of two 

feature vectors which is expressed by ranking. If the resulting ranking value is smaller, then the 

closer the similarity between the two vectors. Distance measurement technique with the 

Euclidean method is one of the most used methods. Distance measurement using the Euclidean 

method is written in equation (2). 

 

𝑗(𝑣1, 𝑣2) = √∑(𝑣1(𝑘) − 𝑣2(𝑘))
2

𝑁

𝑘=1

 (2) 

 

where 𝑣1 and 𝑣2 are two vectors whose distance will be calculated and N denotes the length of 

the vector (Irwansyah, 2015). 

 

3. K-Medoids Clustering 

K-Medoids is a group of partitional clustering methods that minimizes the distance 

between labeled points in the cluster and the cluster center point (Sun et al., 2018). The K-

Medoids algorithm is also known as the Partitioning Around Mendoids (PAM) algorithm. The 

K-Medoids algorithm uses a representative object (medoid) as the cluster center for each 

cluster (Kaur, 2014). K-Medoid is a classic clustering partitioning technique that groups a 

dataset of ni objects into k groups known by Apriori. The K-Medoids algorithm has the 

advantage of overcoming the weaknesses of the K-Means algorithm which are sensitive to noise 

and outliers, where objects with large values may deviate from the data distribution. Another 

advantage is that the results of the clustering process do not depend on the order in which the 

dataset is entered (Pramesti, 2017). The K-Medoids algorithm (Bhat, 2014), (Sureja et al., 2022) 

is carried out in the following steps: (a) Initialize k cluster centers (number of clusters); (b) 

Calculate each object to the closest cluster using the Euclidian Distance measure equation; (c) 

After calculating the Euclidian Distance, initialize a new cluster center randomly on each object 

as a non medoid candidate; (d) Calculate the distance of each object in each cluster with non-

medoids candidates; (e) Calculate the total deviation (S) by calculating the new total distance – 
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the old total distance. If S < 0 then swap objects with non-medoids data clusters to form a new 

set of k objects as medoids; and (f) Repeat steps c to e until there is no change in the medoid, so 

that the clusters and their respective cluster members are obtained. 

 

4. Cluster Goodness Measure with Silhoutte Coefficient  Method 

Silhouette Coefficient (SC) is a method used to see the quality and strength of clusters. The 

Silhouette Coefficient method is a combined method of the cohesion method and the separation 

method. The cohesion method is a measure of how close the relationships are between objects 

in a cluster, while the separation method is a measure of how far or apart a cluster is from other 

clusters (Rendy, 2014). The steps for calculating the Silhouette Coefficient include: 

a. Calculation of the average distance from an object, for example, the i-th object with all 

other objects in one cluster. Calculation of the average distance according to Equation 

(3). 

𝑎(𝑖) =
1

[𝐴]
∑𝑗 ∈𝐴,𝑗≠𝑖 𝑑(𝑖, 𝑗)  (3) 

 

b. The calculation of Equation (4) is the average distance from the i-th object to all objects 

in the other clusters, then taking the smallest value. 

 

𝑑(𝑖, 𝐶) =
1

[𝐴]
∑𝑗 ∈ 𝐶 𝑑(𝑖, 𝑗)  (4) 

 

c. The Silhouette Coefficient value calculation uses Equation (5). The sum of s(i) is obtained 

by combining a(i) and b(i).  

 

𝑆𝐶 = 𝑠

{
 
 

 
 1 −

𝑎(𝑖)

𝑏(𝑖)
             𝑖𝑓 𝑎(𝑖) < 𝑏(𝑖)

0                          𝑖𝑓 𝑎(𝑖) = 𝑏(𝑖)

𝑎(𝑖)

𝑏(𝑖)
− 1             𝑖𝑓 𝑎(𝑖) > 𝑏(𝑖)

 

(5) 

𝑆𝐶(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max(𝑎(𝑖), 𝑏(𝑖))
 

 

The calculated value using the Silhouette Coefficient method lies in the range between -

1 to 1. The average value of the Silhouette Coefficient of each object in a cluster is a 

measure that shows how closely the data are grouped in one cluster. The closer the 

average value of the Silhouette Coefficient is to 1, the better the grouping of data in one 

cluster. Conversely, if the average value of the Silhouette Coefficient is close to -1, the 

worse the grouping of data in one cluster. The criteria for measuring the value of the 

Silhouette Coefficient (Wira et al., 2019), (Yu et al., 2018), (Zhang & Shang, 2022) are 

shown in Table 1 below. 
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Table 1. Silhouette Coefficient Value Size 

Silhouette Coefficient Proposed interpretation 

0.7 < SC ≤ 1.0 Stronge Structure 

0.5 < SC ≤ 0.7 Medium Structure 

0.25 < SC ≤ 0.5 Weak Structure 

SC ≤ 0.25 No Structure 

 

5. Research Methods and Data Analysis Stages 

This study uses Food Security data with observation units of 34 provinces from 2020 to 

2022. The initial stage of determining the dataset, then pre-processing the data. The next stage 

is the data cleaning process to remove data that is less relevant or less valid so that it becomes 

relevant data. Then proceed with data transformation before applying the K-Medoid algorithm. 

Data analysis using R-Studio software. The stages of data analysis for the K-Medoids cluster 

method are described as follows: (a) Transforming data for the K-Medoids calculation process; 

(b) Determining the cluster center then calculate the distance of the data (object) to the cluster 

center using Euclidean Distance; (c) Calculating the total distance of all data in the cluster; (d) 

Determining the new cluster center randomly and then calculate the data distance from the 

cluster center using Euclidean Distance; (e) Determining the difference between the total 

distance by subtracting the new total distance from the old total distance; (f) Obtaining the final 

cluster results; and (g) Measuring the goodness of clusters with the silhouette coefficient 

method. 

 

6. Variables and Research Data Sources 

The source of observation data for the Rice Harvested Area by Province variable is the 

Ministry of Agriculture, Central Bureau of Statistics and Agriculture Services throughout 

Indonesia (Pusat Data Informasi Pertanian  Sekretariat Jenderal, 2022), (Pusat Data dan Sistem 

Informasi Pertanian Sekretariat Jenderal Kementerian Pertanian, 2022). Variables and 

research data sources are shown in Table 2. 

 

Table 2. Variables and Data Sources 

Variable Source of observation data Unit Scale 

Rice Harvested Area (𝑥1) 

Ministry of Agriculture, Central Bureau of 
Statistics and Agriculture Services 
throughout Indonesia (Pusat Data 
Informasi Pertanian  Sekretariat Jenderal, 
2022), (Pusat Data dan Sistem Informasi 
Pertanian Sekretariat Jenderal 
Kementerian Pertanian, 2022) 

Ha 
(Hectare) 

34 
Provinces 

in 
Indonesia 

Distribution of End of 
Month Rice Stocks per 
Regional Office in Bulog 
(𝑥2) 

Perum Bulog is processed by Ministry of 
Data and Information Center (Badan Pusat 
Statistik, 2022) 

Ton 

34 
Provinces 

in 
Indonesia 

Percentage of Trade and 
Transportation Margins 
and Main Chains of Rice 
Distribution (𝑥3) 

Central Bureau of Statistics (Badan Pusat 
Statistik, 2022) 

% 
(Percent) 

34 
Provinces 

in 
Indonesia 
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Variable Source of observation data Unit Scale 
Percentage of Average Per 
Capita Monthly 
Expenditures for Food in 
Rural and Urban Areas by 
Province in 2021 (𝑥4) 

National Socioeconomic Survey, Central 
Bureau of Statistics (Badan Pusat Statistik, 
2022) 

% 
(Percent) 

34 
Provinces 

in 
Indonesia 

Total Consumption of Rice 
per Capita per Year (𝑥5) 

National Socioeconomic Survey, Central 
Bureau of Statistics processed by the 
Ministry of Data and Information Center 
(Badan Pusat Statistik, 2022) 

Kg 
(Kilogram) 

34 
Provinces 

in 
Indonesia 

 

C. RESULT AND DISCUSSION 

1. Characteristics of Research Data and Descriptive Statistics 

 

 
Figure 1. Rice Harvested Area by Province in 2021 

 

2. Descriptive Statistics 

 

Table 3. Descriptive Statistics 

No. Variables Average Min Max 
1 Rice Harvested Area by Province Year (𝑥1) 297804.9 270 1747481 
2 Distribution of End of Month Rice Stocks per Regional Office in 

Bulog (𝑥2) 
34512.11 1 223834.7 

3 Percentage of Trade and Transportation Margins and Main 
Chains of Rice Distribution (𝑥3) 

17.04059 6.09 27.12 

4 Percentage of Average Per Capita Monthly Expenditures for 
Food in Rural and Urban Areas by Province in 2021 (𝑥4) 

49.63382 39.54 57.94 

5 Total Consumption of Rice per Capita per Year (𝑥5) 94.63265 59.96 118.85 

 

Based on Table 3, the average data value of rice harvest area in Indonesia is 297804.9 Ha, 

the lowest rice harvest area is 270 Ha located in the Riau Islands province, and the highest rice 

harvest area is 1,747,481 Ha located in East Java Province. 

 

 



806  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 8, No. 3, July 2024, pp. 800-810 

 

 

 

3. K-Medoids Clustering 

The results of data mining implementation research using the K-Medoids Cluster method 

are discussed in this chapter. The initial stage in the cluster process is determining the cluster 

center for each cluster. The cluster center is determined to be in the 7th, 32nd, and 12th data, 

namely the provinces of Bengkulu, West Papua, and West Java. The cluster center results are 

given in Table 4. 

 

Table 4. K-Medoids Cluster Center for 34 Provinces in Indonesia 

Medoids ID 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 𝒙𝟓 
Bengkulu 7 -0.5027813 -0.5884503 -0.6821450 0.33123649 0.4425978 

West Papua  32 -0.6051444 -0.3748402 1.4811451 -0.34813256 -0.9415500 
West Java  12 2.7128691 2.9594480 0.1574268 -0.07089004 0.1667961 

 

Table 5. Numerical Information per Cluster 

Cluster Size Maximal Distance Average Distance 
1 20 2.572374 1.383486 
2 10 3.162857 1.298141 
3 4 2.183877 1.328783 

 

The results of calculating the maximum distance and average distance are given in Table 5, 

obtained for the first cluster there are 20 data, for the second cluster there are 10 data, and for 

the third cluster there are 4 data. The maximum distance for each cluster is 2.572374; 3.162857; 

and 2.1838877.  

 

4. Cluster Goodness Measure with Silhoutte Coefficient 

The evaluation method used to see the quality and strength of clusters is the Silhouette 

Coefficient method. The results of the average value of the silhouette method of each cluster are 

given in Table 6. 

Table 6. Cluster Goodness Measure 

Cluster Average 
1 0.33 
2 0.32 
3 0.44 

 

5. Cluster Results of 34 Provinces in Indonesia 

K-Medoids cluster results from 34 provinces in Indonesia are given in Table 7. 

 

Table 7. Cluster Results of 34 Provinces 

Cluster Provinces 

1 

Aceh, North Sumatra, West Sumatra, Jambi, South Sumatra, Bengkulu, Lampung, Banten, 
Bali, West Nusa Tenggara, East Nusa Tenggara, West Kalimantan, Central Kalimantan, South 
Kalimantan, East Kalimantan, North Sulawesi, Central Sulawesi, Southeast Sulawesi, 
Gorontalo, West Sulawesi 

2 
Riau, Bangka Belitung Islands, Riau Islands, DKI Jakarta, DI Yogyakarta, North Kalimantan, 
Maluku, North Maluku, West Papua, Papua 

3 West Java, Central Java, East Java, South Sulawesi 
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The plot of the cluster results is shown in Figure 3. The red color indicates the province in 

cluster 1, the green color indicates the province in cluster 2, and the blue color indicates the 

province in cluster 3. 

 

 
Figure 2. K-Medoids Plot of Cluster Results from 34 Provinces in Indonesia 

 

6. Spatial Mapping Distribution of 34 Provinces Based on Cluster Results 

The distribution map of the cluster results that have been obtained for 34 provinces in 

Indonesia is shown in Figure 3, where the red color indicates cluster 1, the green color indicates 

cluster 2, and the blue color indicates cluster 3. 

 

 
Figure 3. Food Spatial Mapping of 34 Provinces Based on Cluster Results 

 

7. Interpretation of Cluster Results 

The interpretation of the K-Medoids cluster results is to look at the characteristics of each 

cluster. The average variable value of each cluster shows this characteristic. The results of 

calculating cluster characteristics are shown in Table 8. 
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Table 8. Characteristics of Cluster Results 

Cluster 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 𝒙𝟓 
1 189792 20371 13.9 50.6 101 
2 29606 15480 22.7 47.9 82.9 
3 1508365 152798 18.7 49.3 94.6 

 

Table 8 shows that the provinces included in cluster 1 are provinces with higher food 

security compared to cluster 2. Where cluster 2 has the lowest food security between clusters 

1 and 3. Meanwhile, cluster 3 has the highest food security among clusters 1 and cluster 2. 

 

D. CONCLUSION AND SUGGESTIONS 

The grouping using the K medoids method for the characteristics of food security in 

Indonesia was carried out with 3 clusters. Of the 34 units of observation, 20 data were found in 

cluster 1, 10 data were in cluster 2, and 4 data were in cluster 3. The silhouette coefficient values 

for cluster 1, cluster 2, and cluster 3 were 0.3331810; 0.3293861; and 0.4493752. The greatest 

silhouette coefficient value is obtained in cluster 3 and the cluster is already included in a strong 

cluster structure. Future research can be conducted using different variables such as the 

population of livestock commodities, agricultural commodity production, food consumption 

participation of the Indonesian population, the number of poor people and poverty lines and 

the development of inflation and food commodity prices using different methods such as K-

Means. 
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