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 To produce superior human resources, the SPs-IPB Master Program must consider 
the factors influencing the GPA in the student selection process. The method that 
can be used to identify these factors is a machine learning algorithm. This paper 
applies the random forest and XGBoost algorithms to identify significant variables 
that affect GPA. In the evaluation process, the default model will be compared with 
the model resulting from Bayesian and random search optimization. Bayesian 
optimization is a method for optimizing hyperparameters that combines 
information from previous iterations to improve estimates. It is highly efficient in 
terms of computing time. Based on a balanced accuracy and sensitivity metrics 
average, Bayesian optimization produces a model superior to the default model and 
more time-efficient than random search optimization. XGBoost sensitivity metric is 
25% better than random forest. However, random forest is 19% better in accuracy 
and 30% in specificity. Important variables are obtained from the information gain 
value when splitting the tree nodes formed. According to the best random forest 
and XGBoost model, variables that have the most influence on students' GPA are 
Undergraduate University Status (X8) and Undergraduate University (X6). 
Meanwhile, the variables with the smallest influence are Gender (X4) and 
Enrollment (X9). 
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A. INTRODUCTION  

One of the goals of higher education, according to Law NO. 12 of 2012, is to produce 

graduates who master science and technology so that they can contribute to national interests 

and increase the nation's competitiveness. Therefore, higher education plays a vital role in 

creating the character of an advanced, inclusive, and just society through superior human 

resources (Žalėnienė & Pereira, 2021). In producing human resources of superior character, 

the IPB master's program needs to carry out strict selection to filter out the best student 

candidates. A person's academic achievement generally reflects the quality of human resources. 

At the higher education level, academic achievement is called Grade Point Average (GPA) 

(Caraka & Sugiarto, 2017).Two factors influence academic achievement, namely internal and 

external factors (Beltrán-Velasco et al., 2021). Internal factors include psychological, cognitive, 

motivational, and learning methods, while external factors include social and economic 

conditions and educational history. Many studies show a large influence of external factors, 

such as socioeconomic and demographic disparities, on learning outcomes (Cheng & Kaplowitz, 

2016). 
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Machine learning methods have been applied in various fields to analyze large amounts of 

data, one of which has been developed in the education sector (Fahd et al., 2022). In  Ahmed 

and Khan's research (2019), machine learning was used to classify students' risk of failure and 

produced more than 90% accuracy. Asselman et al. (2023) used three ensemble models to 

predict students' future abilities, the results showed that XGBoost had better performance. 

XGBoost utilizes a boosting technique to combine predictions from multiple models, resulting 

in a more robust model that improves overall performance.  Machine learning methods can also 

identify factors influencing student learning outcomes (Beckham et al., 2022). An example of 

the application is determining important variables that influence the GPA of IPB students (Putri 

et al., 2013). The mean decrease Gini random forest model obtained the importance ranking 

results. Random forest is an ensemble tree method built from multiple decision trees (Breiman, 

2001). Each tree was created using a random sample of the training data and a random selection 

of features. The final prediction is made by combining the predictions of all the individual trees 

in the forest. The research by Putri et al. (2013) shows an error rate of almost 40% in GPA 

classification, and their model does not address hyperparameter tuning. The optimization 

method is critical to produce optimal machine learning models. Hyperparameters directly 

control the training process of machine learning algorithms, thus having a significant effect on 

model performance (Wu et al., 2019). Model-fit hyperparameter optimization techniques often 

demand professional knowledge and expert experience. Although there are automatic 

optimization techniques using default values, the accuracy of the results obtained often differs 

when applied to different types of problems (Yang & Shami, 2020). The methods commonly 

used by researchers to optimize hyperparameters are babysitting, grid search, and random 

search. 

In principle, babysitting is a manual trial and error process, namely selecting 

hyperparameters based on experience or evaluating previous analysis results. The weakness of 

this method is that it is less appropriate for use in complex models (Steinholtz, 2018). In the 

grid and random search methods, parameters are tested in the model based on previously 

determined values. The difference is that grid search uses a complete combination of 

parameters, while random search only uses a few combinations chosen at random. The 

weakness of grid search is that it is inefficient in high-dimensional hyperparameter 

configuration spaces because it increases the computational process exponentially (Lorenzo et 

al., 2017), while random search cannot be relied on for training several complex models 

(Bergstra et al., 2011). For complex models or derivatives that are difficult to evaluate, Bayesian 

optimization is an alternative method that is more effective in searching for optimal 

hyperparameters. This method uses hyperparameter samples, which are later optimized based 

on specific criteria (Wu et al., 2019). Bayesian optimization can provide better results than grid 

search and random search optimization methods because Bayesian optimization can determine 

the quality of the experiment before starting calculations (Thornton et al., 2013). Therefore, 

this research aims to identify factors that influence the GPA of IPB master's program students, 

using random forest and XGBoost model by optimizing hyperparameters. Bayesian 

optimization will be used in hyperparameter tuning to increase prediction accuracy. The results 

obtained can be used as recommendations for the selection process for new student admissions. 
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B. METHODS 

The research methodology in this paper is presented by flowchart in Figure 1 with the 

following steps:  

1. Data preparation includes data cleaning and selecting variables that will be used in 

creating the model. 

2. The data is divided into 80% training data for building the model and 20% testing data 

for model evaluation. 

3. Build a training model with two types of data, namely initial data and SMOTE result data, 

as a method for handling data imbalance. 

4. Apply hyperparameter tuning using both Bayesian optimization and random search 

techniques. Bayesian optimization uses the first twenty initials as a sample (chosen 

randomly) and is refined for ten iterations, while random search optimization uses one 

hundred models with different hyperparameter combinations. 

5. Apply cross-validation (10-fold) with repetition 100 times on each model, the training 

data is divided into ten subsets, nine parts are used as training-fold and the rest are used 

for test-fold. This process will be carried out in 10 iterations with random distribution 

of data. Cross-validation measures how well the model can generalize to data that has 

never been used before. 

6. Determine the best model based on the evaluation of training data metrics from the 

optimized random forest and XGBoost models. The four metrics used are accuracy, 

balanced accuracy, sensitivity, and specificity. 

7. Classify testing data using default and the best model from the random forest and 

XGBoost to see the model's goodness when applied to new data.  

8. Determine the essential variables that influence the classification results of the GPA of 

SPs-IPB master students from the best random forest and XGBoost models. 

 

The following is the Flowchart of the Methodology, as shown in Figure 1. 

 

 

Figure 1. Flowchart of The Methodology 
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1. Data 

The data is secondary data from IPB University Masters students in 2020 and 2021. The 

number of observations was 2,265 from 53 study programs, of which 53% were students from 

the 2020 class and 47% were students from the 2021 class. Eleven predictor variables were 

used to build a classification model, with information presented in Table 1. The response 

variable used is the GPA value in the first semester of study, the GPA value is changed into two 

categories, namely "Low" for students with a 𝐺𝑃𝐴 < 3.5 and "High" for students with a 𝐺𝑃𝐴 ≥

3,5. 

 

Table 1. List of Predictor Variable  

Variable Name of variable Type  
X1 Age  Numeric 
X2 Undergraduate GPA Numeric 
X3 Distance undergraduate to master Numeric 
X4 Gender Category 
X5 Marital status Category 
X6 Undergraduate university Category 
X7 Undergraduate university accreditation Category 
X8 Undergraduate university status Category 
X9 Enrollment Category 

X10 Bearer of education costs Category 
X11 Study program Category 

 

2. Random Forest 

Random Forest is an ensemble model built from 𝑛 decision trees, as in Figure 2. In the case 

of classification, each tree will produce a class prediction. Most category predictions are the 

final result of the model. The stages of random forest algorithm consisting of 𝑛 observations 

and 𝑚 predictor variables are as follows (Breiman, 2001): 

a. Determine the number of trees (𝑘) that will be built in the random forest model. 

b. Trees are created based on bootstrap using training data. Bootstrap refers to the process 

of random sampling replacing the original training set. By using bootstrap, each tree is 

trained on a subset of the observations rather than all of them. The bag is the selected 

subset, several trees are trained using various bags. 

c. If 𝑚1 is the total number of predictor variables, each node in the trees uses 𝑚2 randomly 

selected predictor variables, where 𝑚2 < 𝑚1. 

d. The above process will be repeated until 𝑘 trees are formed. The majority of prediction 

results from 𝑘 trees are selected as the final prediction (majority vote) 
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Figure 2. Random Forest Illustration 

 

3. Extreme Gradient Boosting  (XGBoost)  

XGBoost is an ensemble model that combines several simple models. This combination 

aims to get better prediction output than using just one model. The XGBoost model was 

developed by Chen and Guestrin (2016). In obtaining predictions, XGBoost uses a boosting 

technique that will iteratively build a set of weak models on a subset of data by minimizing the 

mean square error score (�̂� − 𝑦)  from model 𝐹.  This model applies gradient descent to 

minimize errors when creating new models. Illustration where �̂�𝑖  is the predicted value 

obtained from the following equation: XGBoost optimizes the mean square error (MSE) through 

a boosting process, the model is trained iteratively by giving more weight to data that is difficult 

to predict. 

 

 

�̂�𝑖
(𝑡)

= ∑ 𝑓𝑘(𝑥𝑖)

𝑡

𝑘=1

 (1) 

 

𝑓𝑘 represents a regression tree model, and 𝑓𝑘(𝑥𝑖) is the prediction score produced by the 𝑘 −

𝑡ℎ  on the 𝑖 − 𝑡ℎ sample (𝑖 = 1. . 𝑛). The XGBoost model is optimized by searching for a new 

classification model that can reduce the loss function score (𝑙) in the objective function. The loss 

function is a model evaluation mechanism that measures the difference between the predicted 

value �̂� and the observed 𝑦𝑖 (Wang et al., 2020). The lower the score obtained, the better the 

model is interpreted. The objective function is shown in Equation 2. In minimizing the loss 

function score, 𝑓𝑡  is added to the objective function to produce Equation 3. The addition of 𝑓𝑡  is 

because the model is trained additively using  �̂�𝑖
(𝑡)

 in the 𝑖 − th prediction and 𝑡 − th iteration.  

 

 
𝑜𝑏𝑗 = ∑ 𝑙(𝑦𝑖,

𝑛

𝑖=1

�̂�𝑖) + ∑ Ω(𝑓𝑘)

𝑡

𝑘=1

                                   (2) 
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𝑜𝑏𝑗(𝑡) = ∑ 𝑙(𝑦𝑖,

𝑛

𝑖=1

�̂�𝑖
(𝑡−1)

+ 𝑓𝑡(𝑥𝑖) + ∑ Ω(𝑓𝑡)

𝑡

𝑖=1

 (3) 

 
Ω(𝑓𝑘) = 𝛾𝑇 +

1

2
𝜆‖𝑤‖2 

 
(4) 

 

Ω(𝑓𝑘) in Equation 4 is a function that regulates model complexity to avoid overfitting. The 

𝛾 𝑎𝑛𝑑 𝜆 values are regulatory hyperparameters, while 𝑇 and 𝑤 are the number and weight of 

leaves in tree formation. The gain score obtained from Equation 5 is used to determine node 

separation. The 𝑔𝑖  dan ℎ𝑖  values are the first and second derivatives of the loss function, 

respectively.  

 

 
𝐺 =

1

2
[

(∑ 𝑔𝑖𝑖𝜖𝐼𝐿
)

2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼𝐿

+
(∑ 𝑔𝑖𝑖𝜖𝐼𝑅

)
2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼𝑅

−
(∑ 𝑔𝑖𝑖𝜖𝐼 )2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼
] − 𝛾 (5) 

 

4. Synthetic Minority Oversampling Technique (SMOTE) 

SMOTE is a technique for handling data imbalance problems. Data is said to be imbalanced 

when there is a significant difference in proportion between the minority and majority classes 

(Elreedy & Atiya, 2019). The effect of this condition is that the minority class in new 

observations will generally be predicted as the majority class. The inability to predict the 

minority class will also impact the resulting accuracy. The SMOTE technique was developed by 

Chawla et al. (2002), with the main principle of making new synthetic observations of the 

minority class. It contributes to the creation of more balanced datasets, which in turn results in 

better-performing models that are capable of precisely projecting outcomes for both majority 

and minority classes. For numerical variables, synthetic observations are generated using the 

Euclidean distance measure as in Equation 6. Meanwhile, synthetic observations for categorical 

variables are generated using the Value Difference Metric (VDM) in Equation 7. 

 

𝑑(𝑎, 𝑏) = √∑(𝑎𝑖 − 𝑏𝑖)2

𝑝1

𝑖=1

                                       (6) 

∆(𝐴, 𝐵) = √∑ 𝛿(𝐴𝑖, 𝐵𝑖)

𝑝2

𝑖=1

 (7) 

 

𝑎𝑖 − 𝑏𝑖 is the difference between the observed value of 𝑎 in the 𝑖 − th numerical variable and 

the observed value of 𝑏  in the 𝑖 -th numerical variable, and  𝑝1  is the number of numerical 

variables. 𝛿(𝐴𝑖,  𝐵𝑖)  is the distance between categories 𝐴  and 𝐵  in the 𝑖 − th  categorical 

variable. 
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5. Bayesian Optimization 

Bayesian optimization is an iterative algorithm for finding optimal hyperparameters of 

machine learning models (Garrido-Merchán & Hernández-Lobato, 2020). It is a surrogate 

model-based optimization technique to optimize functions that are expensive to evaluate. This 

method determines the next hyperparameter value based on the previous results of tested 

hyperparameter values Aghaabbasi et al. (2023) to obtain optimal hyperparameters that 

approach the objective function with several iterations. The main steps of BO are as follows 

(Snoek et al., 2012): 

a. Select an initial set of points to evaluate the objective function.  

b. Use the initial points to train a surrogate model, which is a probabilistic model that 

approximates the actual objective function.  

c. Use an acquisition function (𝑆) to determine the next point to evaluate. Three commonly 

used acquisition functions are probability of improvement (PI), expected improvement 

(EI), and GP upper confidence bound (GP-UCB) (Wu et al., 2019). PI measures the 

probability that the objective function value at the next evaluation point will be better 

than the best value obtained previously. EI computes the expected degree of 

improvement that a point can attain when exploring the vicinity of the current optimum 

value.  GP-UCB selects the next point to explore based on the predicted value of the 

Gaussian Process. 

d. Update the surrogate model with the new evaluation.  

e. Steps repeat the process of selecting the next point, evaluating the objective function, 

and updating the surrogate model until the maximum number of iterations is reached.  

 

Commonly used probabilistic model is the Gaussian process (GP), which can easily calculate 

the target prediction distribution (Dewancker et al., 2016). Gaussian Process can be defined as 

follows (Wu et al., 2019): 

 

𝑓(𝑥)~ GP(𝑚(𝑥), 𝑘(𝑥, 𝑥′))                                                                (8) 

 

by assuming mean function 𝑚(𝑥) = 0 and covariance function 𝑘 searched using Equation 9, 

 

 𝑘(𝑥𝑖, 𝑥𝑗) = exp (−
(𝑥𝑖−𝑥𝑗)

2

2
)                                                                 (9) 

 

where 𝑥𝑖  and 𝑥𝑗  represent 𝑡ℎ𝑒 𝑖 − th and 𝑗 − th sample hyperparameters. In determining the 

posterior distribution of the objective function 𝑓(𝑥), a matrix 𝐾 is constructed like Equation 10 

from sample 𝑡 observations, and a matrix k is like Equation 11, 

 

𝐾 = [

𝑘(𝑐, 𝑥1) 𝑘(𝑥1, 𝑥2) … 𝑘(𝑥1, 𝑥𝑡)

𝑘(𝑥2, 𝑥1)
⋮

𝑘(𝑥𝑡, 𝑥1)

𝑘(𝑥2, 𝑥2)
⋮

𝑘(𝑥𝑡, 𝑥2)

…
⋱
…

𝑘(𝑥2, 𝑥𝑡)
⋮

𝑘(𝑥𝑡, 𝑥𝑡)

]  (10) 

 

                                             k =  [𝑘(𝑥𝑡+1, 𝑥1), 𝑘(𝑥𝑡+1, 𝑥2) …  𝑘(𝑥𝑡+1, 𝑥𝑡)]  (11) 
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then an average calculation is carried out-subscript  𝜇𝑡+1(𝑥𝑡+1) and variance 𝜎𝑡+1
2 (𝑥𝑡+1) using 

Equations (12) and (13). 

 

                                                           𝜇𝑡+1(𝑥𝑡+1) = k𝑇𝐾−1 𝑓1+𝑡 (12) 

                                                𝜎𝑡+1
2 (𝑥𝑡+1)  = 𝑘(𝑥𝑡+1, 𝑥𝑡+1) − k𝑇𝐾−1k   (13) 

 

after getting the posterior distribution, then look for new samples by maximizing the 

acquisition function (S) using Equation 14, 

 

  𝑥𝑏𝑒𝑠𝑡 = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑥𝑖𝜖𝑥1:𝑡

𝑓(𝑥𝑖)                   (14}                                                                                                            

 

The process of updating the surrogate model is carried out until the point of convergence, 

namely the condition that the Probability of Improvement (PI) value is less than the specified 

threshold value (Lorenzo et al., 2017). The value PI can be calculated using the following 

equation:  

 

                                                             𝑃𝐼 =
Φ(𝜇(𝑥𝑛𝑒𝑤)−𝑓(𝑥𝑏𝑒𝑠𝑡))

𝜎(𝑥𝑛𝑒𝑤)
  (15) 

 

C. RESULT AND DISCUSSION 

1. Handling Imbalanced data  

GPA data at the beginning of the semester is mainly in the range of 3.5 to 4, with an average 

of 3.68. There is a big difference between the proportions of the response variable categories. 

Students who received a GPA in the "High" category had a percentage of 81%, and a GPA in the 

"Low" category had only 19%. These differences indicate an imbalance in the data to be used. 

The SMOTE method will be used at the modeling stage to overcome data imbalances. Applying 

the SMOTE technique is expected to increase classification accuracy in the minority class. The 

SMOTE function used comes from the themis package with a value of 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 = 5, neighbors 

is the number of nearest neighbors used to generate new minority class observations. Applying 

SMOTE to the training data increases the proportion of minority classes (Low), as illustrated in 

Figure 3 in red. The GPA category became balanced after adding data synthesis of around 64%. 

 

 

Figure 3. Illustration of adding synthetic data from the SMOTE technique 
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2. Hyperparameter Model 

In this paper, the optimized random forest hyperparameters were the value of the trees, 

minimum node size, and mtry. Trees is the number of tree used to build the model with a default 

value of 500. Minimum node size is the minimum number of data samples to create branches 

at each node with a default value of 1. Mtry is the number of predictor variables (𝑚) used to 

determine the split for each tree formed, with default value √𝑚. The mtry hyperparameter can 

affect the performance of the random forest model, if the value is too small there is potential 

for overfitting, a value that is too large can cause the model to be too complex. 

Hyperparameters optimized in XGBoost include nrounds, max depth, learning rate, gamma 

and sample size. Nrounds is the number of trees in model creation with a default value of 100. 

Max depth is the maximum depth level in a tree with a default value of 6. Learning rate is a 

hyperparameter to control the algorithm step size for updating model weights. Gamma is the 

minimum loss reduction required to create a new tree split. Sample size is the ratio of 

subsamples used in the training data to build the tree. If the value is set to 0.5, the tree creation 

uses 50% of the random data. The domain range of hyperparameter values for optimization of 

each model is presented in Table 2. 

 

Table 2. Hyperparameter Domain 

Model Hyperparameter Domain Default 

Random 
Forest 

trees 
min node size 

100 - 2000 
10 - 40 

500 
1 

mtry 3 - 12 |√𝑚| 

XGBoost 

nrounds 1 - 2000 100 
Max depth 1 - 15 6 
Learning rate 0 - 1 0,3 
Gamma 0 - 1 0 
Sample size 0 - 1 1 

 

3. Analysis of Random Forest and XGBoost 

The results of training data evaluation metrics after hyperparameter tuning are presented 

in Figure 4. Before using the SMOTE technique, the average accuracy of random forest and 

XGBoost from the default model and optimization results was above 75%. However, the 

average sensitivity obtained by the model is still very low. This illustrates that the model cannot 

predict the minority class (low GPA) well. The implication is that the focus model predicts the 

majority class (high GPA), as seen from the average specificity of all models above 95%. After 

applying the SMOTE technique, the average sensitivity of the random forest and XGBoost 

models increased. This indicates that SMOTE can increase accuracy in low GPA classification. 

The random forest model with Bayesian optimization performs better than the default and 

random search models. Bayesian optimization excels in sensitivity, specificity, and accuracy 

metrics, while the balanced accuracy value is relatively the same as that of the model produced 

by random search. The metric values produced by the XGBoost model have an extensive range, 

especially the accuracy, sensitivity, and specificity metrics. Therefore, XGBoost is susceptible to 

overfitting if it does not use hyperparameter tuning. In the XGBoost model, Bayesian and 

random search obtain similar average balanced accuracy values. However, Bayesian produces 

a higher average sensitivity, namely 68%. This shows that XGBoost with Bayesian optimization 
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is better at classifying low GPAs than other models. Based on the Bayesian optimization model 

results, the sensitivity metric of XGBoost is 25% better than random forest. However, random 

forest had 19% better accuracy and 30% specificity, as shown in Figure 4. 

 

 
Figure 4. Boxplot of random forest and XGBoost model evaluation metrics 

 

At the testing data classification stage, selecting the best model is not only based on its 

accuracy value. In imbalanced data case, it is necessary to consider the value of balanced 

accuracy because this metric helps minimize overall classification error (Thölke et al., 2023). 

The combination of hyperparameter values from the optimization results used in building the 

classification model for testing data is presented in Table 3. The hyperparameter values come 

from the model with the highest balanced accuracy. 

 

Table 3. Best Model Hyperparameters 

Model Hyperparameter Default  Bayesian  Random Search 

Random 
Forest 

Trees 500 235 517 
Mtry 3 3 7 
Min node size 1 32 17 

XGBoost 

nrounds 100 925 624 
Max depth 6 5 6 
Learning rate 0,3 0,001 0,09 
Gamma 0 0,00005 0,00001 
Sample size 1 0,24 0,4 

 

The metric values of the testing data classification results are presented in Table 4, all 

models produce accuracy above 70%. The highest random forest accuracy was obtained from 

the random search model with a value of 78.36%, but the sensitivity value was less than 50%. 
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Bayesian optimization excels at a balanced accuracy of 68.94% and sensitivity of 54.87%. The 

highest specificity resulted from the random search optimization model with a value of 84.90%. 

The highest accuracy of XGBoost was obtained from the default model with a value of 78.36%, 

but the resulting sensitivity was less than 50%. The highest balanced accuracy and sensitivity 

were obtained from the Bayesian model, namely 70.22% and 79.26%. In general, the Bayesian 

optimization model can classify low GPAs well in testing data. This can be seen from the high 

sensitivity values in random forest and XGBoost due to Bayesian optimization. Time in the 

model evaluation process shows that Bayesian optimization is more effective than random 

search. 

 

Table 4. Evaluation Metrics of Best Model 

Model Optimization Accuracy 
Balanced 
Accuracy 

Sensitivity Specificity 
Time 

(hour) 

Random 
forest 

Default 0,7461 0,6550 0,5121 0,7978 0,2  
Bayesian 0,7792 0,6894 0,5487 0,8301 2 
Random search 0,7836 0,6684 0,4878 0,8490 6 

XGBoost 
Default 0,7814 0,6765 0,4621 0,8609 0,3 
Bayesian 0,7045 0,7022 0,7926 0,6618 2,5 
Random search 0,7792 0,6799 0,5243 0,8355 7 

  

The best model resulting from Bayesian optimization is used to identify important 

variables. The size of the variable contribution is measured using the Mean Decreased Gini 

(MDG). Mean decrease Gini is a method for measuring the importance of features in a decision 

tree model. It calculates the average decrease in the Gini index caused by using a feature to 

divide nodes in a decision tree. In general, the more significant the decrease in the average Gini 

caused by a feature, the more important the feature is in predicting the target variable. Figure 

5 displays important variables that influence the GPA classification results of SPs-IPB master 

students. The random forest and XGBoost models produce the same two most important 

variables, namely Undergraduate university status (X8) especially in the PTNBH category, and 

Undergraduate university (X6) especially on the undergraduate campuses located on the island 

of Java. Gender (X4) and Enrollment (X9) are the two variables with the least important from 

the random forest and XGBoost. 
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Figure 5. Important variables of the best random forest and XGBoost models 

 

D. CONCLUSION AND SUGGESTIONS 

This research applies the random forest and XGBoost models to identify variables that 

influence the GPA of SPs-IPB master's program students. The results obtained can be used as 

recommendations for the selection process for new student admissions. Each model compares 

three hyperparameter treatments, namely default values, Bayesian optimization results, and 

random search optimization results. Hyperparameter optimization is used to obtain the best 

model with the highest balanced accuracy value. The data used is unbalanced, so it is difficult 

for the model to classify minority classes. The application of SMOTE at the analysis stage can 

increase the sensitivity value, and this metric is a measure of the model's ability to classify 

minority classes. The best model considering the balanced accuracy value is the Bayesian 

optimization model. The important variables obtained based on the Mean Decrease Gini 

ranking of the random forest and XGBoost models. The variables that have the most influence 

on students' GPA are Undergraduate University Status (X8) and Undergraduate University (X6). 

Meanwhile, the variables with the smallest influence are Gender (X4) and Enrollment (X9). 

Suggestions for developing this study could be to apply other methods in interpreting 

important variables. Methods that can be used include SHAP (SHapley Additive explanations). 

According to Nohara et al. (2022), the SHAP value is more consistent in explaining the 

contribution of features to the model prediction results. In the tuning process, other 

hyperparameters can be added to make the results more optimal. 
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