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 This research aims to analyze the dependence of the IDR-USD exchange rate on the 
volume of mining exports in Indonesia using the copula approach. This dependence 
is important to understand considering that the exchange rate and mineral exports 
have a direct impact on the country's economy which depends on foreign exchange 
from this sector. Mineral exports are one of the country's main sources of foreign 
exchange, while the exchange rate influences the competitiveness of exports on the 
international market. The mining products taken are iron and steel, copper and 
nickel, which are Indonesia's leading commodities. The copula method was chosen 
because of its ability to capture and model non-linear dependencies between 
variables, without considering the distribution of each variable. Copula makes it 
possible to model the marginal distribution of exchange rates and export volumes 
separately from their dependency structures, which is in line with the complex and 
dynamic nature of the Indonesian mining sector economy. The results show that 
there is no significant dependence between the exchange rate and the volume of 
commodity exports taken. Therefore, this commodity export volume policy will not 
have a significant effect on fluctuations in the IDR-USD exchange rate and vice 
versa. This article can be a recommendation for exporters to understand that 
export volumes do not need to pay attention to exchange rate fluctuations. 
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A. INTRODUCTION  

Indonesia is a country rich in natural resources which includes land and sea areas in the 

form of mining mineral reserves. The United States government geological institute (U.S. 

Geological Survey) states that Indonesia is one of the world's mineral commodity centers. 

Indonesia has 1.7% of world iron emissions reserves of 2.9 billion tonnes (Kementerian ESDM, 

2021). This could be an investment opportunity for Indonesia and is in line with the statement 

by the World Steel Association (World steel) where world demand for steel increases by more 

than 1% every year. Steel has quite high economic value and the government continues to 

encourage this opportunity considering the many positive impacts that can be obtained in 

Indonesia's economic and investment sectors. 

Indonesia also has more than 40% of the world's nickel reserves and broke the record for 

nickel export volume in 2022 of 777.4 thousand tons (U.S. Geogolical Survey, 2023). Indonesia 

officially prohibits export activities of raw materials such as nickel ore and bauxite and focuses 

on exports of domestic processing and refining products. This aims to increase domestic 

economic value and state foreign exchange earnings (Dirjen Mineral dan Batubara, 2023). 
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Import-export activities depend on available foreign exchange reserves (Ratnaningtyas & 

Huda, 2023). The stability of the country's foreign exchange reserves must be considered to 

maintain smooth international transactions (Jeanne & Rancière, 2006). There is a link between 

foreign exchange and the exchange rate so that the country remains able to maintain foreign 

exchange reserves which will be used as a tool for international economic and financial 

transactions (Dani et al., 2020; Iancu et al., 2020). The exchange rate or foreign exchange rate 

is directly proportional to export volume (Ping, 2011). The weakening of the rupiah exchange 

rate has an impact on the value of national exports and investment (Ndoen et al., 2020). Looking 

at these considerations, one way to increase the country's foreign exchange is to carry out 

export activities (Frohm, 2021). This research focuses on discussing the volume of exports of 

mineral mining goods by paying attention to the relationship between exchange rates. 

Some literature looks at the relationship in stock and commodity markets concentrates on 

the use of the copula method. The copula method does not require the assumption of normality 

in the data, so copula is a suitable method for analyzing the dependence between two or more 

random variables (Krouthén, 2015). To expand the use of copulas, a mixed copula model is used 

to model various types of dependency structures between exchange rates and export volumes 

of steel, copper, nickel, and aluminium in Indonesia. 

Based on this introduction, this research examines the dependency between the exchange 

rate and the volume of exports of iron and steel, copper, and nickel in Indonesia. The sensitivity 

values obtained show the dependence between the variables tested by applying the single 

copula model. The results will show which export volume of mining products has the highest 

sensitivity to the exchange rate so that it can be taken into consideration in coming up with 

recommendations regarding export activities for these commodities. 

 

B. METHODS 

The data used in this research is data on monthly export volumes of iron and steel, copper 

and nickel as well as data on the exchange rate of the Rupiah against the US Dollar for the period 

January 2010 – August 2023. Data is obtained from the Indonesian export foreign trade 

statistics bulletin published by the Central Bureau of Statistics Indonesia (BPS Indonesia) every 

month. The first step taken was to check the autocorrelation effect on each data using the Ljung-

Box test. If the data is free from autocorrelation effects, the best distribution can be immediately 

selected which is then used for copula modeling. However, if there is an autocorrelation effect 

in the data, time series analysis is carried out. 

For time series analysis, the first step is to test the stationarity of the data regarding the 

variance and mean. Data stationarity testing for variance was carried out using the Box-Cox test. 

If it is not stationary then a Box-Cox transformation will be carried out. Test the stationarity of 

the data against the mean using the Dickey-Fuller test. If it is not stationary then differentiation 

will be carried out. After that, order identification and ARIMA model estimation were carried 

out. The selected ARIMA model was then tested for the white noise assumption against the 

model error. After that, the best distribution will be selected from the model using the 

Anderson-Darling test. The best distribution that has been obtained is then transformed into a 

uniform distribution. The uniform distribution obtained is then fitted using a copula. Estimating 
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a joint distribution model for each pair of data using single Copula in Archimedean Copula 

(Frank, Clayton, and Gumbel). The copula model used is defined as follows, 

 

𝐶𝜃
𝐹𝑟(𝑢, 𝑣) = −

1

𝜃
ln (1 +

(𝑒−𝜃𝑢 − 1)(𝑒−𝜃𝑣 − 1)

𝑒−𝜃 − 1
) ,   𝜃 > 0 (1) 

  

𝐶𝜃
𝐶𝑙(𝑢, 𝑣) = (𝑢−𝜃 + 𝑣−𝜃 − 1)

−
1
𝜃,   0 < 𝜃 < ∞ (2) 

  

𝐶𝜃
𝐺𝑢(𝑢, 𝑣) = exp (−[(− ln 𝑢)𝜃 + (− ln 𝑣)𝜃]

1
𝜃) ,   1 ≤ 𝜃 < ∞ (3) 

 

with 𝜃 is parameter function, while 𝑢 and 𝑣 is value of the marginal distribution of data. 

 

Equation (1) defines the Frank copula, equation (2) defines the Clayton copula, while 

equation (3) defines the Gumbel copula (Jaworski et al., 2009; McNeil et al., 2005; Nelsen, 2006). 

Archimedean copula was chosen because it is most suitable for modeling the data used in this 

study. This copula is able to measure the dependencies of asymmetric models and capture 

dependencies on the tails of certain distributions (Haugh, 2016; Sutikno et al., 2014). 

 

C. RESULT AND DISCUSSION 

1. Data Description 

The data graphic presentation is designed to provide a comprehensive overview of the 

characteristics of the data set used in this research. It also aims to provide a visual 

understanding of the data. The export volume graph for each commodity and the IDR-USD 

exchange rate is presented in Figure 1 below.  

 

  
(a) (b) 
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(c) (d) 

Figure 1. Export Volume Graph of (a) Iron and Steel; (b) Copper; 

(c) Nickel; and (d) Exchange Rate 

 

This section only provides a general overview of the data used. Descriptive statistics of the 

data are presented in Table 1 below. 

 

Table 1. Descriptive Statistics 

Data Mean St. Deviation Skewness Kurtosis 
Exchange Rate 

Correlation 
Iron and Steel 440999600 442688646 1,16 0,01 0,67 
Copper 25098439 5450903 -0,24 -0,36 0,24 
Nickel 16098552 22637965 2,67 5,73 0,39 
Exchange Rate 12583 2249 -0,63 -1,11 1,00 

 

The skewness value in statistics is used to measure the asymmetry of data distribution. 

Skewness shows the extent to which the data distribution is skewed to the left or right from the 

mean. The kurtosis value is used to see the tendency for data normality (Kim, 2013; 

MacGillivray, 1986). Based on Table 2, the skewness value ranges far from 0, so it supports that 

the data tends to be asymmetrical. The kurtosis value also stretches far from 3, so the data tends 

to be non-normal. 

 

2. Autocorrelation Effect 

Data freedom is needed to anticipate errors in parameter estimation and errors in decision 

making (Birnbaum & Wan, 2020). The existence of autocorrelation effects was checked using 

the Ljung-Box test with the hypothesis, 

 

𝐻0  : There is no autocorrelation effect 

𝐻1  : There in an autocorrelation effect 

 

and 𝐻0 is rejected if 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0.05. 
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Table 2. Ljung-Box Test Results for Each Data 

Data 𝝌𝟐 𝒑-𝒗𝒂𝒍𝒖𝒆 
Iron and Steel 1471,80 2,2e-16 
Copper 131,29 2,2e-16 
Nickel 824,73 2,2e-16 
Exchange Rate 298,35 2,2e-16 

 

Based on the results of the Ljung-Box test, the 𝑝-𝑣𝑎𝑙𝑢𝑒  for the five data is < 0.05. 𝐻0  is 

rejected, there is autocorrelation in the data, so it is necessary to do time series analysis. Time 

series analysis requires stationarity assumptions regarding variance and mean (Chatterjee & 

Simonoff, 2020; Ludlow & Perez, 2018). Therefore, the next step was to test the stationarity of 

the data. 

 

3. Stationarity of Variability 

Data stationarity testing for variance was carried out using the Box-Cox test by finding the 

optimal lambda value. Data is said to be stationary when lambda approaches 1 or the 

confidence interval contains the value 1. 

 

Table 3. Box-Cox Test Results 

Data Lambda (𝝀𝟏) Confidence Interval 

Iron and Steel 0,00 0,00 – 0,14 

Copper 1,37 0,81 – 1,94 

Nickel 0,00 0,00 – 0,02 

Exchange Rate 2,00 1,88 – 2,00 

 

Based on the Box-Cox test in Table 3, data on the export volume of copper and aluminum 

has been stationary with respect to variance, while the export volume of steel, nickel and the 

exchange rate has not been stationary with respect to variance. Box-Cox transformation (2014) 

is carried out on data that is not stationary with respect to variance with the formula: 

 

𝑦𝜆 = {
𝑦𝜆 − 1

𝜆
,    𝜆 ≠ 0

log 𝑦  ,      𝜆 = 0

 (4) 

 

where 𝑦  is the data distribution. The data is transformed 𝑛 − 1  times until it reaches the 

stationarity requirement for variance. Table 4 shows that the transformation data is stationary 

regarding variance. 

  

Table 4. Box-Cox Transformation Results 

Data Data Transformation Lambda (𝝀𝒏) Confidence Interval 

Iron and Steel 𝑠𝜆 𝜆5 = 1,01 0,68 – 1,31 

Nickel 𝑛𝜆 𝜆4 = 1,05 0,64 – 1,45 

Exchange Rate 𝑧𝜆 𝜆4 = 0,97 0,78 – 1,51 
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4. Stationarity of Mean 

Next, the volume of copper exports is symbolized 𝐶𝑡. Testing data stationarity against the 

mean uses the Dickey-Fuller test with a hypothesis (Afriyie et al., 2020): 

 

𝐻0  : Data is not stationary with respect to the mean 

𝐻1  : Data is stationary with respect to the mean 

 

and 𝐻0 is rejected if 𝑝-𝑣𝑎𝑙𝑢𝑒 < 0.05. The dickey-fuller test result can be seen in Table 5. 

 

Table 5. Dickey-Fuller Test Result 

Data 𝒑-𝒗𝒂𝒍𝒖𝒆 

𝑠𝜆 0,5848 

𝐶𝑡 0,0125 

𝑛𝜆 0,7958 

𝑍𝑡  0,3741 

 

Based on the Dickey-Fuller test results in Table 5, the 𝐶𝑡  have a 𝑝-𝑣𝑎𝑙𝑢𝑒 < 0.05, so the data 

is stationary with respect to the mean. Meanwhile 𝑠𝜆, 𝑛𝜆 and 𝑧𝜆 have a 𝑝-𝑣𝑎𝑙𝑢𝑒 > 0.05, which 

means the data is not stationary with respect to the mean, so it is necessary to differencing 

using a formula: 

 

𝑆𝑡  = 𝑠𝑡
𝜆 − 𝑠𝑡−1

𝜆   (5) 

   

𝑁𝑡  = 𝑛𝑡
𝜆 − 𝑛𝑡−1

𝜆   (6) 

   

𝑍𝑡   = 𝑧𝑡
𝜆 − 𝑧𝑡−1

𝜆   (7) 

 

and the Dickey-Fuller test was carried out again on the differencing data, as shown in Table 6. 

 

Table 6. Dickey-Fuller Test Result After Differencing 

Differencing Data 𝒑-𝒗𝒂𝒍𝒖𝒆 
𝑆𝑡 0,01 
𝑁𝑡 0,01 
𝑍𝑡  0,01 

 

Table 6 shows that differencing data has a 𝑝 - 𝑣𝑎𝑙𝑢𝑒 < 0.05, meaning that the data is 

stationary with respect to the mean. Figure 2 below shows a plot of 𝑆𝑡, 𝑁𝑡 and 𝑍𝑡  data which is 

stationary towards the mean. 
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(a) (b) 

 
(c) 

Figure 2. Plot of (a) 𝑆𝑡; (b) 𝑁𝑡; (c) 𝑍𝑡  

 

5. Order Identification and ARIMA Model Estimation 

The ARIMA model (p,d,q) with initial estimates of p and q is obtained from the 

autocorrelation function (ACF) plot and partial autocorrelation function (PACF) plot for each 

data and d is differencing order (Yakubu & Saputra, 2022). ARMA model selection is carried out 

based on the AIC value of each model. The lowest AIC indicates the best model to choose. The 

initial estimation of the plot is then overfitted to ensure the best model estimate. Overfitting is 

done by adding one order at a time. The resulting model is as shown in Table 7. 

 

Table 7. Selected ARIMA Model 

Data ARIMA Model Parameter Coefficient AIC 
𝑆𝑡 ARIMA(0,1,2) MA(1) -1,5376 4250,25 

MA(2) 0,5563 
𝐶𝑡 ARIMA(1,0,0) Intercept 25114657,8 5481,48 

AR(1) 0,6034 
𝑁𝑡 ARIMA(1,1,2) AR(1) -0,3803 1691,00 

MA(1) -1,5443 
MA(2) 0,5521 

𝑍𝑡  ARIMA(1,1,2) AR(1) 0,6232 9974,79 
MA(1) -1,8577 
MA(2) 0,8576 

 

Based on Table 7, the ARIMA model for each data is obtained as follows: 

 

𝐵𝑡 = −1,5376𝜀𝑡−1 + 0,5563𝜀𝑡−2 + 𝜀𝑡 (8) 

   

𝑇𝑡 = 25114657,8 + 0,6034𝑇𝑡−1 + 𝜀𝑡 (9) 



 Kurniadi Rizki, Dependency Model of the Exchange...    1047 

 

 

   

𝑁𝑡 = −0,3803𝑁𝑡−1 − 1,5443𝜀𝑡−1 + 0,5521𝜀𝑡−2 + 𝜀𝑡 (10) 

   

𝐴𝑡  = 20839970 + 0,8780𝐴𝑡−1 − 0,6990𝜀𝑡−1 + 𝜀𝑡 (11) 

   

𝑍𝑡   = 0,6232𝑍𝑡−1 − 1,8577𝜀𝑡−1 + 0,8576𝜀𝑡−2 + 𝜀𝑡 (12) 

 

6. White Noise Error Assumption 

The white noise error assumption is an error autocorrelation check carried out on the 

model (Moffat & Akpan, 2019; Sudipa et al., 2023). This assumption uses the Ljung-Box test 

with a hypothesis: 

 

𝐻0  : Independent errors 

𝐻1  : Dependent errors 

 

and 𝐻0 is rejected if 𝑝-𝑣𝑎𝑙𝑢𝑒 < 0.05. The following is the ljung-box test result white noise error 

assumption as shown in Table 8. 

 

Table 8. Ljung-Box Test Result White Noise Error Assumption 

Data Error Model ARIMA 𝝌𝟐 𝒑 − 𝒗𝒂𝒍𝒖𝒆 

𝑆𝑡 ARIMA (0,1,2) 0,0966 0,7559 
𝐶𝑡 ARIMA (1,0,0) 0,2034 0,6520 
𝑁𝑡 ARIMA (1,1,2) 0,5541 0,4566 
𝑍𝑡  ARIMA (1,1,2) 0,4476 0,5034 

 

Based on Table 8, all data has a 𝑝 - 𝑣𝑎𝑙𝑢𝑒 > 0.05, meaning that the data errors are 

independent of each other. Next, the best distribution is selected which most closely matches 

the empirical distribution to be used in the copula model later. 

 

7. Selection of the Best Distribution 

Estimating the distribution of data errors through histogram plots and comparing them 

with empirical scatter plots. Selection of the best distribution using the Anderson-Darling test 

(Ruslau & Silubun, 2018). The best fit error distribution will be used in the copula analysis. 

Selection of the best distribution is done with a hypothesis: 

 

𝐻0  : The distribution fits empirical distribution 

𝐻1  : The distribution doesn’t fit the empirical distribution 

 

and 𝐻0 is rejected if 𝑝-𝑣𝑎𝑙𝑢𝑒 < 0.05. The following is the appropriate distribution as shown in 

Table 9. 

 

 

 

 

 



1048  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 8, No. 4, October 2024, pp. 1040-1051 

 

 

Table 9. Appropriate Distribution 

Data Error Distribution Parameter 𝒑-𝒗𝒂𝒍𝒖𝒆 
Iron and Steel (𝑆𝑡) Normal 𝜇1 = 6944 0,7807 

𝜎1 =116787 
Copper (𝐶𝑡) Normal 𝜇2 = -33703 0,9725 

𝜎2 = 4330175 
Nickel (𝑁𝑡) Laplace 𝜃1 = 3,9370 0,0719 

𝑠1 = 23,6332 
Exchange Rate (𝑍𝑡) Laplace 𝜃2 = 279273833355 0,7486 

𝑠2 = 3,2649e+12 

 

Table 9 shows that the distribution of steel, copper and aluminum errors best fits the 

normal distribution, while nickel and exchange rates match the Laplace distribution. Next, the 

joint distribution function (copula) uses this distribution. 

 

8. Copula 

Probability transformation before using copula is needed to change the distribution to be 

uniform. This is done because the copula definition area is a uniform distribution. Opportunity 

transformation is carried out by: 

 

𝑆 ~ 𝒩(𝜇1, 𝜎1
2)  → 𝑈1 = 𝐹𝑆(𝑠) ~ 𝑈(0,1) (13) 

  

𝐶 ~ 𝒩(𝜇2, 𝜎2
2) → 𝑈2 = 𝐹𝐶(𝑐) ~ 𝑈(0,1) (14) 

  

𝑁 ~ 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(𝜃1, 𝑠1) → 𝑈3 = 𝐹𝑁(𝑛) ~ 𝑈(0,1) (15) 

  

𝑍 ~ 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(𝜃2, 𝑠2) → 𝑉 = 𝐹𝑍(𝑧) ~ 𝑈(0,1) (16) 

 

This transformation proves that the distribution is uniform and the data fits theoretically 

and empirically. Copula is used to determine the joint distribution function between two data. 

Before creating a joint distribution function, a goodness-of-fit test for copula is carried out to 

see which copula is suitable for use in each pair of data (Okhrin et al., 2021). Data dependency 

modeling is carried out using single copula fitting. The copulas used are the Frank, Clayton, and 

Gumbel copulas. Clayton's copula can capture the dependence effect on the lower tail, while 

Gumbel's copula can capture the dependence effect on the upper tail. Frank's copula alone 

cannot capture the effects of dependence on any tail. Single copula parameter estimation uses 

the maximum likelihood method. The selection of the most appropriate copula model is based 

on the lowest AIC value. In copula modeling, dependency is measured by the Kendall's Tau (𝜏) 

correlation parameter. The following is the single copula fitting model as shown in Table 10. 

 

Table 10. Single Copula Fitting Model 

Data Copula Parameter Loglikehood AIC 𝝉 
Iron and Steel – Exchange Rate Frank -0,4199 0,2359 1,5282 -0,0465 

Copper – Exchange Rate Frank -0,7418 0,8234 0,3532 -0,0819 
Nickel – Exchange Rate Clayton 0,0456 0,3836 1,2327 0,0222 
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The best copula model is written as follows: 

 

(𝑆𝑡, 𝑍𝑡) ~ 𝐶−0,4199
𝐹𝑟 (𝑢1, 𝑣) =

1

0,4199
ln (1 +

(𝑒0,4199𝑢1 − 1)(𝑒0,4199𝑣 − 1)

𝑒0,4199 − 1
) (17) 

(𝐶𝑡, 𝑍𝑡) ~ 𝐶−0,7418
𝐹𝑟 (𝑢2, 𝑣) =

1

0,7418
ln (1 +

(𝑒0,7418𝑢2 − 1)(𝑒0,7418𝑣 − 1)

𝑒0,7418 − 1
) (18) 

(𝑁𝑡, 𝑍𝑡) ~ 𝐶0,0456
𝐶𝑙 (𝑢3, 𝑣) = (𝑢3

−0,0456 + 𝑣−0,0456 − 1)
−

1
0,0456 (19) 

 

where the (𝑆𝑡, 𝑍𝑡) model is the Iron and Steel – Exchange Rate model, the (𝐶𝑡, 𝑍𝑡) model is the 

Copper – Exchange Rate model, and the (𝑁𝑡, 𝑍𝑡) model being the Nickel – Exchange Rate model. 

A positive 𝜏  value interprets that when the IDR-USD exchange rate increases (the rupiah 

weakens) then the export volume also tends to increase and if a negative 𝜏 value interprets that 

when the IDR-USD exchange rate decreases (the rupiah weakens) then the export volume tends 

to decrease. The Frank Copula best models the dependence of the exchange rate on the volume 

of steel and copper exports. The dependence of the exchange rate on nickel export volume is 

best modeled by the Clayton copula. 

Based on Table 10, a low value of 𝜏 indicates a very weak dependency of each pair of data. 

The exchange rate is positively correlated with the volume of nickel exports with the 

correlation 𝜏 is 0,0222, but negatively correlated with the volume of exports of copper and steel 

with the 𝜏 value of -0,0465. Even though the correlation is negative and relatively weak, the 𝜏 

value of -0.0819 between the volume of copper exports and the exchange rate indicates a 

stronger dependency than other commodities. The interpretation of this negative 𝜏 value is that 

when the export volume of copper and iron and steel tends to fall, the exchange rate tends to 

increase (the rupiah weakens). Meanwhile, for positive tau, when the volume of nickel exports 

increases, the exchange rate tends to decrease (the rupiah strengthens). This also applies to 

events of decrease or increase in the opposite variable. 

 

D. CONCLUSION AND SUGGESTIONS 

Based on the results of this research, it can be concluded that there is no significant 

relationship between the IDR-USD exchange rate and the export volume of steel, copper and 

nickel. The strongest dependency is on the volume of copper exports and the exchange rate, 

followed by iron and steel and the exchange rate which both have a negative correlation of -

0,0819 and -0,0465. Nickel export volume and the exchange rate have a positive correlation of 

0,0222, and nickel export volume has the weakest dependence on the exchange rate compared 

to others. 

The results of this copula model can be used as recommendations regarding considerations 

for Indonesia's export activities, especially for the commodities steel, copper and nickel. The 

exchange rate is not an important indicator in decision making when considering export 

volume. On the other hand, fluctuations in the export volume of related commodities do not 

have a significant effect on the strengthening/weakening of the exchange rate. Further research 

is recommended to add other variables such as commodity prices, suitability of exchange rates 
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based on commodity type and macroeconomic factors. The addition of variables is considered 

to assess stronger dependencies in a more comprehensive use of the copula model. 
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