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 Diabetes Mellitus is a long-term medical disorder marked by high blood glucose 
levels that raise the risk of early mortality and organ failure. It has become an 
increasing global health problem, so making an accurate and timely diagnosis is 
urgently necessary. This study aims to diagnose people with diabetes mellitus by 
utilizing prediction techniques in data mining using experimental research. The 
prediction stage for diagnosing diabetes consists of four stages: dataset collection, 
data pre-processing, data processing, and evaluation. Data was obtained from 
Electronic Health Records (EHRs), namely the public "Diabetes Prediction Dataset". 
The pre-processing stage involves data filtering, attribute conversion, and class 
selection. The data processing utilizes random forests and decision tree models for 
diabetes prediction. The models were evaluated using accuracy, precision, and 
recall metrics. The results showed that the Random Forest algorithm produced an 
accuracy value of 93.97%, precision of 99.88%, and recall of 66.56%, with a 
computational time of 16s. Meanwhile, the decision tree algorithm produces an 
accuracy value of 93.89%, precision of 98.73%, and recall of 66.88%, with a 
computation time of less than 1s. Based on these results, it can be concluded that 
the Decision Tree algorithm is more effective because the difference in accuracy, 
precision, and recall values produced by the two algorithms does not have 
significant differences. However, the Decision Tree algorithm has the advantage of 
using computational time more effectively, which is needed in detecting diabetes 
because it is related to someone's life. 
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A. INTRODUCTION  

Diabetes mellitus is a chronic metabolic disease caused by increased blood glucose levels. 

When glucose is not absorbed by the body's cells adequately, it builds up in the blood and can 

cause several problems with organ function. Diabetes raises the chance of premature mortality 

and can lead to problems in numerous areas of the body. It is a global health issue that continues 

to escalate each year. Over the past several decades, the number of cases and prevalence of 

diabetes has increased. According to the Institute for Health Metrics and Evaluation (2019), 

diabetes ranks third as the leading cause of death in Indonesia, with a mortality rate of 57.42 

deaths per 100,000 population. This high number is attributed to insufficient awareness among 

the public regarding the risk factors that contribute to diabetes (Sękowski et al., 2022). Diabetes 

is a chronic illness for which there is now no treatment. On the other hand, diabetes can be 

delayed or prevented from progressing into acute phases by being detected early. Therefore, it 

is imperative and extremely advantageous to conduct research on the speedy and accurate 

detection of diabetes. 
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Classification plays a key role in the diagnostic and predictive process (Stoleru & Iftene, 

2022). Prediction is a system used to make decisions by extracting information from data 

available in the real world based on temporary attributes (Singh & Jaiswal, 2022). Prediction 

involves a systematic process of estimating what is most likely to happen in the future based 

on information from the past and present, following a structured approach (Mehraeen et al., 

2023). Prediction systems require a classification approach to serve as a predictive method, 

guiding future decision-making. In this process, specific entities are grouped based on their 

characteristics or features (Ismail et al., 2022). One effective method for classification and 

prediction is data mining.  

Data Mining is a process of sifting through information to identify significant patterns 

within large datasets in a database, leading to knowledge discovery (Durugkar et al., 2022). 

Data mining techniques allow us to process and classify data based on collected information 

(Garg, 2023). The functions in data mining are description, estimation, prediction, classification, 

clustering, and association (Kumari et al., 2021). Data mining consists of three stages: data 

collection, data transformation, and data analysis. Initially, pre-processing is performed by 

gathering data to produce raw data that can be processed for data mining. It may involve 

techniques such as filtering or aggregation. The data transformation results can then be utilized 

as knowledge using machine learning and information visualization (Moreno-Lumbreras et al., 

2023). 

In several studies, numerous experiments have been conducted using data mining to 

predict and classify diseases using various algorithms such as Decision Tree and Random Forest. 

Pyayt, Khan, and Gubanov use these two algorithms to classify some bacteria. The results 

revealed that the Random Forest algorithm achieved 90.7% precision, 94.4% recall, and 92.5% 

f-measure, then the Decision Tree algorithm achieved 96% precision, 100% recall, and 95.2% 

f-measure (Pyayt et al., 2020). In addition, Yilmaz and Yagin conducted a performance 

comparison of the Random Forest, Logistic Regression, and SVM algorithms for classifying 

coronary heart disease data. The Random Forest’s algorithm had the highest average accuracy 

rate of 92.9% with a Specificity of 92.9%, Sensitivity of 92.8%, F1-score of 92.8%, Negative 

Predictive Value of 92.9%, and Positive Predictive Value of 92.8% (YILMAZ & YAĞIN, 2022). 

Maulana et al. utilize ZGBoost algorithm to detect diabetes. Their research result in an accuracy 

of 82.68. 

Based on the high accuracy of the Random Forest and Decision Tree algorithms from 

previous research, these methods can be applied to predict an individual’s risk of developing 

diabetes. However, this approach must be supported by data that can be classified using the 

Random Forest and Decision Tree algorithms, allowing us to obtain accuracy rates. 

Subsequently, a comparison between the two algorithms can reveal their efficiency in the early 

detection of diabetes patients. This study aims to compare the Random Forest and Decision 

Tree models in diagnosing people with diabetes mellitus. 
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B. RESEARCH METHOD 

This study compares the Random Forest and the Decision Tree algorithm to predict people 

with diabetes mellitus. The stages of our research consist of data collection, pre-processing data, 

processing data, and evaluation. The details of each stage can be explained below.  

1. Data Collection 

The data collection phase aims to gather the necessary data for research. This study's 

algorithm implementation requires a dataset containing patients' medical history and 

demographic information. Based on the researcher's criteria, the chosen dataset for this study 

is the "Diabetes Prediction Dataset." The dataset can be utilized to construct machine-learning 

models for diagnosing diabetes based on demographic information and medical history. 

Healthcare practitioners can use this dataset to identify people who may be at risk of diabetes 

and to create individualized treatment programs. Researchers may also utilize the dataset to 

investigate associations between other demographic and medical characteristics and the risk 

of getting diabetes. 

This dataset is secondary and sourced from www.kaggle.com, a platform that provides 

publicly available datasets for researchers in predictive systems. The Diabetes Prediction 

Dataset contains patients' medical and demographic information and their diabetes status 

(positive or negative). The data includes 100,000 diabetes patient data containing nine 

variables: age, gender, body mass index (BMI), blood pressure, heart disease, smoking history, 

HbA1c level, blood glucose levels, and diabetes class.  

The average age of the patients was 48.05 years, with an age range of 21 to 81 years. The 

distribution of the patients includes 52.4% aged 21-44 years, 12.2% aged 45-54 years, 16.8 % 

aged 55-64 years, and 18.6% aged >=65 years. Based on gender, the distribution of the patients 

includes 59% female and 41% male. Body mass index (BMI) averaged 31.99, with a BMI range 

from 18.2 to 67.1. The mean blood glucose level was 120.89 mg/dL, from 44 to 394 mg/dL. 

Blood pressure averaged 69.11 mm Hg, ranging from 24 to 122 mm Hg. The mean HbA1c level 

was 8.21%, from 4.3 to 14.8%. In addition, this dataset has two target categories: diabetes 

positive (8,500 patients) and diabetes negative (91,500 patients). Notably, all values and 

matched data are in the utilized dataset, ensuring the validity of the entire dataset. 

 

2. Data Pre-Processing 

Data pre-processing involves filtering, modifying attributes, and selecting relevant classes 

based on the researcher’s requirements. Figure 1 illustrates the operators used in this research 

to assist the data mining before data is processed through model performance evaluation, as 

shown in Figure 1. 

 

 
Figure 1. Pre-Processing Stages 
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The pre-processing stages in this study are as follows: 

a. Filter Example 

The researcher utilizes this operator to determine the lower threshold of blood glucose 

levels for patients with diabetes. This threshold value functions to classify patients who 

suffer from diabetes or not. This lower limit is employed because there is a minimum 

blood sugar concentration in patients at risk of developing diabetes. When the blood 

glucose level reaches 100 mg/dL, the patient is considered to be in the prediabetes 

phase (Khan et al., 2019). The lower threshold the researcher uses for the blood glucose 

level is above 90 mg/dL as a warning for patients with blood glucose levels approaching 

100 mg/dL. Additionally, the lower threshold is applied to the Body Mass Index (BMI) 

variable with a value greater than or equal to 26, as this falls within the average range 

for both men and women before entering the obesity condition, which can increase the 

risk of developing diabetes (Beulens et al., 2019). In addition, the researcher also filters 

the smoking history variable using the terms current, ever, and former. This is because 

a smoking history can influence the likelihood of disease complications after a patient is 

diagnosed with diabetes (Huh et al., 2022). 

b. Numerical to Polynomial 

The Numerical to Polynomial operator is employed to convert numeric attributes into 

the desired polynomial attributes. This transformation aids in implementing algorithms 

that require non-numeric labels. Specifically, the gain ratio criteria selected for Random 

Forest and Decision Tree algorithms cannot be applied directly to numeric labels. 

Therefore, the researcher utilizes this operator to transform the numeric attribute 

related to diabetes prediction into a polynomial form. Doing so makes each numerical 

value a nominal value for the new attribute, facilitating the algorithm’s implementation. 

c. Set Role 

The Set Role operator assigns roles to attributes within a dataset, such as designating an 

attribute as a label or target. In this context, the researcher employs the Set Role 

operator to specify that the diabetes attribute serves as the label for the model. 

 

3. Data Processing 

This stage involves applying classification algorithms to the pre-processed dataset. In this 

context, data processing includes utilizing machine learning algorithms, specifically Decision 

Tree and Random Forest, to obtain relevant analysis results aligned with the research 

objective—such as predicting diabetes in patients. The Random Forest algorithm is a powerful 

tree-based ensemble model that can be used for regression and classification tasks (Dumitrescu 

et al., 2022). This model can achieve accurate predictions by randomly combining several 

decision trees from training data and performing feature selection (Qorib et al., 2023). Random 

Forest creates a ‘Forest’ from a collection of decision trees trained using the ‘bagging’ method 

(Govindan & Balakrishnan, 2022), combining several learning models to enhance overall 

capacity (Mohamed et al., 2023). As an illustration, Figure 2 depicts the concept of a Random 

Forest, as shown in Figure 2. 



 Aufar Faiq Fadhlullah, Comparative Analysis of Decision Tree...    1125 

 

 

 
Figure 2. Random Forest Concept  

Source: Hands-on Random Forest with Python - medium.com 

 

A Decision Tree is an algorithm an algorithm that implements a classification rule as a 

decision tree for a specific dataset. This algorithm requires loading all data into memory and 

has the advantage of handling missing attributes (Maji & Arora, 2019). The Decision Tree 

algorithm undergoes an initiation and termination process that begins at the root node and 

ends at the leaf nodes, also known as terminal nodes (Tangirala, 2020). In a decision tree, 

internal nodes are located between the root node and the leaf nodes, which are used to test the 

characteristics of data points (Aldahiri et al., 2021). The concept of the Decision Tree algorithm 

is explained in the following Figure 3. 

 

 
Figure 3. Decision Tree Concept. Source: Trends in Using IoT  

with Machine Learning in Health Prediction Systems 

 

 

 

 

https://pub.towardsai.net/hands-on-random-forest-with-python-58a67cfb8448
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4. Evaluation 

This stage consists of two processes as follows: 

a. Model Training 

This research employs k-fold cross-validation during model training to evaluate the 

model’s performance by repeatedly dividing the data into training and testing subsets. 

This research employs 10-fold cross-validation with automatic sampling by 

RapidMiner10-fold cross-validation, which divides the dataset into ten equally sized 

parts, which is considered beneficial for enhancing decision tree performance 

(Malakouti et al., 2023). 

b. Model Evaluation 

Figure 4 and Figure 5 demonstrate the use of Decision Tree and Random Forest 

algorithms for measuring accuracy. These metrics assess how well the model accurately 

predicts outcomes based on pre-processed data. In addition to accuracy, this research 

evaluates precision and recall using a confusion matrix. 

 

 
Figure 4. Decision Tree Model Evaluation 

 

 
Figure 5. Random Forest Model Evaluation 

 

A Confusion Matrix is a table created to describe the performance of a classification 

model on a dataset (Heydarian et al., 2022). During the evaluation process, the accuracy 

of predictions can be determined by calculating statistical measures, including True 

Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) (Segala 

et al., 2023). Table 1 shows the components of the Confusion Matrix.  
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Table 1. The Confusion Matrix 

 Actual 
Positive 

Actual 
Negative 

Predicted 
Positive 

TP FP 

Predicted 
Negative 

FN TN 

 

In the Confusion Matrix, three evaluations determine the algorithm's performance when 

processing a dataset: accuracy, precision, and recall (Hasnain et al., 2020). Accuracy is 

the final value obtained by a prediction model, representing the overall performance of 

the dataset (Vives et al., 2024). Precision is the ratio of positive predictions to all 

predicted positive results. It is a crucial metric for assessing a system's ability to process 

data (Sun et al., 2023). Sensitivity (recall or true positive rate) is the ratio of correct 

positive predictions to the total number of positive instances. It quantifies how well the 

system recognizes positive outcomes in data that should indeed be positive (Schulte & 

Nissen, 2023). In this research, we consider high accuracy and high precision for 

detecting diabetes. The formula of three evaluation metrics refers to Equation 1, 

Equation 2, and Equation 3 (Mubin et al., 2023). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 X 100       (1) 

 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
𝑋 100      (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑋 100      (3) 

 

C. RESULT AND DISCUSSION 

1. Data Pre-Processing Result 

a. Data Filtering Result 

The first stage in the data pre-processing phase is data filtering. The filter example 

operator is employed to prioritize data with higher urgency. It involves filtering specific 

variables associated with an increased risk of diabetes in patients. These variables 

include blood glucose level (Khan et al., 2019) filtered for values above 90 mg/dL, BMI 

(Beulens et al., 2019) filtered for values greater than or equal to 20, and smoking history 

(Huh et al., 2022) including current, ever, and former smokers. As a result, the research 

dataset is reduced from 100,000 to 14,204 data points. The distribution of the target 

variable (diabetes class) after filtering is 2,557 data (18% data) for the positive diabetes 

class and 11,647 data (82% data) for the negative diabetes class. 

b. Numerical to Polynomial Result 

This study converts the diabetes class from numerical to polynomial. This step is 

necessary because if the label used is still in numeric form, the gain ratio criteria in the 

Random Forest and Decision Tree algorithms cannot be executed. After applying the 

“Numerical to Polynomial” operator, the dataset can proceed to the Set Role operator.  
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c. Set Role Result 

The Set Role function serves as the determinant for the label used in research. In this 

study, the label chosen is diabetes. Once the label is specified using the Set Role 

parameter, the diabetes variable is automatically employed as the research label. Figure 

6 illustrates the result of the Set Role operator. 

 

 
Figure 6. The result of Set Role Operator 

 

2. Data Processing and Model Evaluation Result 

After performing data pre-processing, model evaluation is conducted to measure the 

performance of the algorithms used in a prediction system. The algorithms employed are 

Random Forest and Decision Tree, utilizing 10-fold cross-validation. This technique aids in 

dividing the dataset into ten equally sized portions, which is beneficial for enhancing the 

algorithm’s performance (Malakouti et al., 2023).  

Table 2 shows the performance of the Random Forest algorithm, which is illustrated in the 

confusion matrix table.  Based on Table 2, the random forest algorithm generated 1,700 True 

Positives (TP), representing the examples correctly predicted as positive by the model. False 

Negative (FN): 2 cases incorrectly predicted as negative when actually positive. False Positive 

(FP) of 854 Cases that were incorrectly predicted as positive when they were actually negative. 

True Negative (TN) has as many as 11,648 cases, which are examples that were correctly 

predicted as negative. 

 

Table 2. The Confusion Matrix Result of Random Forest 

 Actual 
Positive 

Actual 
Negative 

Predicted 
Positive 

1,700 854 

Predicted 
Negative 

2 11,648 
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Furthermore, Table 3 represents the performance of the Decision Tree algorithm 

illustrated in the confusion matrix table.  Based on Table 3, the Decision Tree algorithm 

generated 1,708 True Positives (TP), 22 False Negative (FN), 846 False Positive (FP), and 

11,628 True Negative (TN).  

 

Table 3. The Confusion Matrix Result of Decision Tree 

 Actual 
Positive 

Actual 
Negative 

Predicted 
Positive 

1,708 846 

Predicted 
Negative 

22 11,628 

 

After both algorithms (Random Forest and Decision Tree) calculate the number of TP, FN, 

FP, and TN, both algorithms' accuracy, precision, and recall are automatically calculated based 

on Equation 1, Equation 2, and Equation 3. Table 4 compares the two algorithms' performance 

in predicting diabetes diseases. 

 

Table 4. The Comparison of two algorithms’ performance in predicting diabetes  

Algorithm Accuracy Precision Recall 
Random Forest 93.97% 99.88% 66.56% 

Decision Tree 93.89% 98.73% 66.88% 

 

Based on Table 4, the Random Forest algorithm's accuracy and precision values are greater 

than the Decision Tree algorithm's accuracy and precision values. Compared with the Decision 

Tree algorithm, the accuracy and precision of the Random Forest algorithm are 0.08 and 1.15 

higher, respectively. This means that the Random Forest algorithm is superior in correctly 

predicting whether someone will have diabetes. However, the Random Forest algorithm's recall 

value is lower than the Decision Tree algorithm. The random forest algorithm produces a 

smaller recall value of 0.32 than the decision tree algorithm.  

In addition to evaluating the accuracy, precision, and recall, this study also performed the 

computing time analysis of the Random Forest and Decision Tree algorithms. Table 5 shows the 

computing time for these two algorithms. Based on Table 5, the Random Forest algorithm 

requires a longer computing time of 15 seconds for the Decision Tree algorithm. This result 

occurred because the Random Forest Algorithm has a more complex algorithm than the 

Decision Tree algorithm. Based on this result, the Decision Tree algorithm provides the benefit 

of more efficiently using computing time, which is essential for diabetes detection, because 

diabetes affects a person's life. 

 

Table 5. The Comparison of two algorithms’ computing time in predicting diabetes  

Algorithm Computing Time 
Random Forest 16s 
Decision Tree <1s 
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D. CONCLUSION 

This study examines predictive data mining models, along with the provided operators, 

using the Random Forest and Decision Tree algorithms within the RapidMiner Studio software. 

The evaluation results indicate that the accuracy and precision of the Random Forest algorithm 

are greater than that of the Decision Tree algorithm. However, the Decision Tree algorithm 

demonstrates greater recall than the Random Forest. In addition, the Decision Tree algorithm 

also results in computational efficiency, especially in the context of health prediction with high 

urgency. Utilizing variables from the Diabetes Prediction Dataset (BMI, blood glucose, blood 

pressure, and HbA1c) proves more effective in enhancing accuracy. Based on the results, the 

Decision Tree is more effective, because it can result in high accuracy and highly computation 

speed. Although this research has produced high accuracy and computational speed, there is 

still room to explore similar research by considering the influence of data imbalance. 
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