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 Tuberculosis (TB) is a disease that can cause death with the largest number of 
sufferers after COVID-19. In Indonesia, the number of TB cases reached 724.309 
cases in 2022 with the highest number 184.406 cases in West Java Province. Given 
this situation, Indonesia must try to achieve the health target from SDGs, namely 
ending the TB epidemic by 2030. Therefore, this research aims to analyze the 
factors that have a significant influence on the incidence of TB in Indonesia, 
especially in West Java Province. The research focuses on four variables: 
percentage of poverty, number of diabetics, number of HIV/AIDS patients, and 
population density. To provide a more informative analysis, this research uses a 
combination of cross-section and time series data from 27 regions between 2020 
and 2022. So, the method used according to the type of data is panel data regression 
including common effect, fixed effect, and random effect models. Based on 
statistical tests, namely through the chow test, hausman test, and lagrange 
multiplier test, it was found that the best model was fixed effect with an R-squared 
value of 90%. The research revealed that all the studied factors significantly 
influence the incidence of TB cases in West Java. The results of this study are 
expected to help the West Java government in an effort to reduce the number of TB 
cases and formulate policies by reducing the percentage of poverty and population 
density in West Java. By ensuring the availability of health facilities such as 
establishing health centers in densely populated areas and counseling programs 
also need to be conducted to underscore the importance of TB control in West Java. 
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A. INTRODUCTION  

Tuberculosis, commonly referred to as TB, is an infectious disease that is caused by the 

bacteria Mycobacterium tuberculosis. Transmission of TB disease occurs when the patient 

sneezes, coughs, or sings which causes TB germs to contaminate the air and be inhaled by 

others (Maison, 2022). The World Health Organization (WHO) reports that by 2022, TB has 

reached 10,6 million cases in 2022. This figure is the second highest cause of death after COVID-

19, with a mortality rate of 52 per 100,000 population. In Indonesia, TB cases in 2022 reached 

724,309, with the 45-54 age group being the most affected and West Java Province recording 

the highest number with 184,406 cases, far above the estimated incidence of only 148,069 

(Kementerian Kesehatan RI, 2023). In general, the cause of the increase in tuberculosis cases is 

caused by factors that influence the spread of Mycobacterium tuberculosis bacteria, namely 

environmental factors, individuals, and socioeconomic conditions (Kementerian Kesehatan RI, 

2020). According to Suherni & Maduratna (2013), in their research using clustering, they stated 

that of the 18 variables studied, the most influential variables on TB cases in Surabaya were 
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population density, the number of HIV patients, and the number of businesses in the trade 

sector.  

The increase in tuberculosis cases is caused by factors that influence the spread of 

Mycobacterium tuberculosis bacteria, namely environmental factors, individuals, and 

socioeconomic conditions (Kementerian Kesehatan RI, 2020). According to Suherni & 

Maduratna (2013), in their research using clustering, they stated that of the 18 variables 

studied, the most influential variables on TB cases in Surabaya were population density, the 

number of HIV patients, and the number of businesses in the trade sector. Based on other 

research conducted by Brilliant & Fakhriyana (2023), the utilization of geographically weighted 

negative binomial regression revealed that the influential factor in TB cases in West Java in 

2021 was the percentage of poor people and the percentage of people who have had complaints 

recently.  Also, another study conducted by Purwanto (2020), using a multiple linear regression 

test stated in households that do not implement clean and healthy living behavior within 1 year 

there are 18,8% of family members suffering from TB in Sidoarjo regency. Based on other 

research conducted by Brilliant & Fakhriyana (2023), the utilization of geographically weighted 

negative binomial regression revealed that the influential factor in TB cases in West Java in 

2021 was the percentage of poor people and the percentage of people who have had complaints 

recently.  Also, another study conducted by Purwanto (2020), using a multiple linear regression 

test stated in households that do not implement clean and healthy living behavior within 1 year 

there are 18,8% of family members suffering from TB in Sidoarjo regency.  

In previous studies, researchers often focused on areas with lower tuberculosis cases and 

collected data for only one year. So to fill the void, this study will update by analyzing the factors 

that influence the number of tuberculosis cases in West Java as the province with the highest 

number of tuberculosis cases in Indonesia, in 2020 to 2022 based on the percentage of poverty, 

the number of diabetics, the number of HIV/AIDS patients, and population density in West Java. 

This study is important because TB remains a significant public health problem in Indonesia, 

especially in areas with the highest number of cases such as West Java. 

This study uses panel data, which combines cross-sectional and time series data (Liao & He, 

2018). Cross-section data is data obtained by observing many subjects at one time or a fixed 

number of periods (Karavias et al., 2023). Meanwhile, time series data is data obtained from 

observing one object from several periods (Dewi Anggraeni Chairunnisa & Fauzan, 2023). So 

the appropriate method used in this study is panel data regression, which is a statistical method 

used to explain the correlation between variables under examination (Uyanık & Güler, 2013). 

Panel data regression has several methods for estimating regression models, including 

common effect, fixed effect, and random effect (Muhith et al., 2022). By analyzing data for three-

year period from 2020 to 2022, this study aims to identify more accurate current conditions 

related to the impact of the COVID-19 pandemic which may have a distribution on changes in 

TB cases, so as to reflect the overall dynamics of TB cases. 

The results of this study can support the implementation of SDGs policies in West Java by 

providing data and analysis of factors affecting TB cases. This is based on supporting the 

realization of the third point regarding good health and welfare which is based on research to 

reduce the number of TB cases in Indonesia, especially in the province of West Java. The first 

point regarding the elimination of poverty, in this study the variable percentage of poverty 
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people was analyzed to determine whether the percentage of poverty people in West Java could 

affect the inequality of health facilities obtained by the population. The eleventh point regarding 

sustainable cities and communities, this research is expected to create sustainable cities with 

good population health. Thus, this research is expected to support more effective health policies. 

 

B. METHODS 

This research involves regression analysis, which combines cross-section and time series 

data. The methods use the common effect model, fixed effect model, and random effect model. 

In examining the factors affecting the number of tuberculosis cases in West Java in 2020-2022, 

panel data regression analysis was used, following these research steps. In this study, EViews 

software will be used to conduct the analysis. 

1. Classical Regression Assumptions 

a. Detecting Collinearity 

Multicollinearity is an assumption in a multiple linear regression that indicates a strong 

correlation between multiple predictor variables (Ismaeel et al., 2021). A good 

regression model is that the predictor variables do not correlate (Marcoulides & Raykov, 

2019). One method for detecting multicollinearity involves examining the VIF (Variance 

Inflation Factor). The VIF statistical test can be formulated as follows (Prunier et al., 

2015): 

 

𝑉𝐼𝐹 =
1

1−𝑅𝑘
2 ; 𝑘 = 1,2, . . 𝑝 (1) 

 

the coefficient of determination is denoted as 𝑅𝑘
2  represents the extent of the 

relationship between the 𝑘𝑡ℎ variable and the other predictor variables. A VIF value > 10 

indicates collinearity among the predictor variables within the regression model 

(Shrestha, 2020). 

b. Heteroskedasticity Test 

The heteroskedasticity test is used to determine whether the residuals within the 

regression model maintain a constant variance (Utari et al., 2020). The 

heteroskedasticity test is crucial because it can result in inefficient least squares 

estimates and an inconsistent covariance matrix estimate if the error terms are 

incorrectly assumed to be homoscedastic (Feng et al., 2020). The heteroskedasticity test 

used in this research is the glejser test. Hypothesis testing to evaluate the residual 

variance of data can be written as follows (Djalic & Terzic, 2021): 𝐻0 is All 𝑥𝑘  are not 

significant (homoscedasticity); 𝐻1  is There is at least one 𝑥𝑘  significant, 𝑘 = 1,2, … , 𝑝 

(heteroskedasticity). The heteroskedasticity statistical test can be formulated as follows 

(Djalic & Terzic, 2021): 

 

|𝑒| = 𝛽0 + 𝛽1𝑥1𝑖 + ⋯ + 𝛽𝑘𝑥𝑘𝑖 + 𝑣𝑖 (2) 

 

where |𝑒| is residual absolute error from the estimated model for the predictor variables, 

𝑥𝑘  is the value of the 𝑘𝑡ℎ  predictor variable for the 𝑖𝑡ℎ  observation, 𝛽𝑘  is the slope or 

coefficient at the 𝑘𝑡ℎ predictor variable, and 𝑣𝑖 is variance error. With the test criteria 𝐻0 
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is rejected if the p-value < 𝛼 , this means that there is heteroskedasticity within the 

regression model. 

 

2. Estimating Model  

a. Common Effect Model (CEM) 

The common effect model is a statistical model that employs the OLS (Ordinary Least 

Square) technique to estimate the parameters by mixing time series and cross-sectional 

data (Biørn, 2016). The estimation of parameter values in linear regression equations is 

commonly done through the OLS method (Grigore et al., 2022). This method is widely 

used for this purpose. The CEM equation is formulated as follows (Ratnasari et al., 2023): 

 

𝑌𝑖𝑡 = 𝛼 + 𝑿𝑖𝑡𝜷 + 𝜀𝑖𝑡 (3) 

 

where 𝑌𝑖𝑡  is the value of the response variable for the 𝑖𝑡ℎ observation and 𝑡𝑡ℎ time, 𝛼 is 

intercept, 𝑿𝒊𝒕 or (𝑋1𝑖𝑡, 𝑋2𝑖𝑡, . . . , 𝑋𝑝𝑖𝑡) is the value of the 𝑘𝑡ℎ predictor variable for the 𝑖𝑡ℎ 

observation and 𝑡𝑡ℎ time, 𝜷 or (𝛽1, 𝛽2, . . . , 𝛽𝑝)
′
 is slope or coefficient at the 𝑘𝑡ℎ predictor 

variable, 𝜀𝑖𝑡 is regression model error at the 𝑖𝑡ℎ  observation and 𝑡𝑡ℎ  time with 

𝜀𝑖𝑡  ~ 𝑁(0, 𝜎𝜀
2), 𝑖 are 1,2,3,…, 𝑛, and 𝑡 are 1,2,3,…, 𝑇. 

b. Fixed Effect Model (FEM) 

The fixed effect model involves the estimation of panel regression parameters by adding 

dummy variables (Wardhana & Indawati, 2021). This technique is also referred to as the 

least square dummy variable model. The slope coefficient in FEM is generally assumed 

to remain constant, while the intercept is not regarded as constant. The FEM equation 

can be denoted as follows (Ratnasari et al., 2023): 

 

𝑌𝑖𝑡 = 𝛼𝑖 + 𝑿𝑖𝑡𝜷 + 𝜀𝑖𝑡 (4) 

 

where 𝛼𝑖 is fixed effect for the 𝑖𝑡ℎ observation. 

c. Random Effect Model (REM) 

A random effect model estimates panel data with correlated residuals across individuals 

and time. It assumes that each subject has a changing intercept over time (Bell et al., 

2019). In this model, differences in individual and time characteristics are 

accommodated in the error of the model (Piratla & Singh, 2023). The REM equation can 

be formulated as follows (Ratnasari et al., 2023): 

 

𝑌𝑖𝑡 = 𝛼 + 𝑿𝑖𝑡𝜷 + 𝑢𝑖 + 𝜀𝑖𝑡 (5) 

 

where 𝑢𝑖 is the individual residual value of the 𝑖𝑡ℎ observation unit with 𝑢𝑖 ~ 𝑁(0, 𝜎𝑢
2). 
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3. Determining The Best Estimation Model 

a. Chow Test 

The Chow test is a statistical method used to determine the suitability of the common 

effect model or the fixed effect model for panel data regression analysis (Ratnasari et al., 

2023). The test hypothesis is as follows (Ratnasari et al., 2023): 𝐻0 is 𝛼1 =  𝛼2 = ⋯ =

 𝛼𝑛 = 0; and 𝐻1 is there is at least one 𝛼𝑖 ≠ 0; 𝑖 = 1,2, . . 𝑛. The F test statistics used are 

as follows: 

 

𝑭 =
(𝑹𝑳𝑺𝑫𝑽

𝟐 − 𝑹𝒑𝒐𝒐𝒍𝒆𝒅
𝟐 )/(𝑵 − 𝟏)

(𝟏 − 𝑹𝑳𝑺𝑫𝑽
𝟐 )/(𝑵𝑻 − 𝑵 − 𝒌)

 (6) 

 

where 𝑅𝐿𝑆𝐷𝑉
2  is a coefficient determination for the FEM model, 𝑅𝑝𝑜𝑜𝑙𝑒𝑑

2  is a Coefficient 

determination for the CEM model, 𝑁 is the amount of unit cross-section, 𝑇 is the amount 

of time series, 𝑘 is the amount of predictor variable. 𝐻0 is rejected if the value of 𝐹 >

𝐹( 𝛼,𝑁−1,𝑁𝑇−𝑁−𝑘) or p-value < 𝛼, so that the fixed effect model is the selected model. 

b. Hausman Test 

The Hausman test is a statistical method used to choose the suitable model for panel 

data regression, which could be either the fixed effect model or the random effect model 

(Pratiwi, 2022). This test is also used to determine whether there exists a correlation 

between the model errors in the model and one or more predictor variables. The test 

hypothesis is as follows (Ratnasari et al., 2023): 𝐻0 is 𝐸(𝑢𝑖|𝑋𝑖𝑡) = 0; 𝐻1 is 𝐸(𝑢𝑖|𝑋𝑖𝑡) ≠ 0. 

The test statistics used are as follows: 

 

𝒎 = (�̂�𝑪𝑽 − �̂�𝑮𝑳𝑺)
′
[𝒗𝒂𝒓(�̂�𝑪𝑽) − 𝒗𝒂𝒓(�̂�𝑮𝑳𝑺)]

−𝟏
(�̂�𝑪𝑽 − �̂�𝑮𝑳𝑺) (7) 

 

where 𝑣𝑎𝑟(�̂�𝐶𝑉) is the variance of the matrix from the estimated slope parameter vector 

of the FEM, 𝑣𝑎𝑟(�̂�𝐺𝐿𝑆) is the variance of the matrix from the estimated slope parameter 

vector of the REM, �̂�𝐶𝑉 is the estimated slope parameter vector of the FEM, and �̂�𝐺𝐿𝑆 is 

the estimated slope parameter vector of the REM. 𝐻0 is rejected if the value of 𝑚 > 𝜒(𝛼,𝑘)
2   

or p-value < 𝛼, so that the best model is fixed effect model. 

c. Lagrange Multiplier Test 

The lagrange multiplier test is conducted when the chow test and hausman test do not 

provide the optimal model conclusion. The Lagrange Multiplier test is a statistical 

method used to choose the suitable model for panel data regression, which could be 

either the common effect model or the random effect model (Puspita et al., 2021). During 

the test, the hypothesis is tested as follows (Ratnasari et al., 2023): 𝐻0 is 𝜎𝑢
2 = 0; 𝐻1 is 

𝜎𝑢
2 ≠ 0. The test statistics used are as follows: 

 

𝐿𝑀 =
𝑁𝑇

2(𝑇 − 1)
[
∑ (∑  ε𝑖𝑡

𝑛
𝑖=1 )2𝑛

𝑖=1

∑ ∑  ε𝑖𝑡
𝑛
𝑖=1

2𝑛
𝑖=1

− 1]

2

 (8) 
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the test criterion is if the value of 𝐿𝑀 > 𝜒(𝛼,𝑁−1)
2  or p-value < 𝛼 then the decision to reject 

𝐻0, so that the REM model is better than CEM. 

 

4. Hypothesis Testing of Parameter Significance 

a. Simultaneous F-Test 

The simultaneous F test is a statistical hypothesis test of the regression coefficient 

simultaneously (Hsiao, 2014). In general, the F-test hypothesis can be written as follows 

(Ratnasari et al., 2023): 𝐻0 is 𝛽1 =  𝛽2 = ⋯ =  𝛽𝑝 = 0 (There is no effect of variable X on 

Y); and 𝐻1 is There is at least one 𝛽𝑘 ≠ 0 ; 𝑘 = 1, . . . , 𝑝 (There is an influence of variable 

X on Y). The F test statistic: 

 

𝐹 =
𝑅2/(𝑁 + 𝑝 − 1)

(1 − 𝑅2)/(𝑁𝑇 − 𝑁 − 𝑝)
 (9) 

 

where 𝑅2 is coefficient of determination and 𝑝 is a number of predictor variables. 𝐻0 is 

rejected if the value of 𝐹 >  𝐹(𝛼,𝑁+𝑝−1,𝑁𝑇−𝑁−𝑝)  or p-value < 𝛼  which can be concluded 

that between all predictor variables and the response variable have a significant effect. 

b. Partial t-Test 

The partial t-test is a hypothesis test used to determine whether the predictor variable 

exerts a significant effect on the response variable (Hsiao, 2014). This test is conducted 

on 𝛽𝑘  (population regression coefficient). In general, the t-test hypothesis can be written 

as follows (Ratnasari et al., 2023): 𝐻0  is 𝛽𝑘 = 0; 𝑘 = 1, . . . , 𝑝   (There is no effect of 

variable X on Y); 𝐻1 is There is at least one 𝛽𝑘 ≠ 0; 𝑘 = 1, . . . , 𝑝 (There is an influence of 

variable X on Y). The t test statistic: 

 

𝑡 =
�̂�𝑘  

𝑠𝑒(�̂�𝑘)
 (10) 

 

where �̂�𝑘  is predictor variable regression coefficient and 𝑠𝑒(�̂�𝑘)  is standard error 

predictor variable regression coefficient. The t-test testing criteria are 𝐻0  rejected if 

|𝑡| >  𝑡(
𝛼

2
,𝑁𝑇−𝑘−1)  or p-value < 𝛼 , the number of estimated parameters, denoted as K, 

indicates that the predictor variable has a significant impact on the response variable. 
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C. RESULT AND DISCUSSION 

1. Research Variable 

The study employed secondary data obtained from BPS West Java Province covering the 

period from 2020 to 2022. In this research, the variables used are presented in Table 1.  

 

Table 1. Research Variables 
Variables Symbol Indicator Unit 

Response (Y) 𝑌 The number of tuberculosis cases Cases 
Predictor (X) 𝑋1 Percentage of poverty Percent 

 𝑋2 The number of diabetics Cases 
 𝑋3 The number of HIV/AIDS patients Cases 
 𝑋4 Population density People/sq.km. 

 

2. Descriptive Statistics 

The data used in this study has a total sample size of 81. Table 2 below is a presentation of 

the data concentration used in completing this research. 

 

Table 2. Descriptive Statistics 

Variables Mean 
Standard 
Deviation 

Minimum 
Region of  

Minimum Value 
Maximum 

Region of 
Maximum Value 

Y 3403,86 2713,83 256 Banjar City 12153 Bogor Regency 
𝑋1 87,85 27,06 24,5 Depok City 131,3 Tasikmalaya City 
𝑋2 33280,11 37731,33 2340 Banjar City 242169 Bekasi Regency 

𝑋3 236,88 155,06 4 
Pengandaran 

Regency 
690 Bogor City 

𝑋4 3878,98 4546,39 383 
Pengandaran 

Regency 
14957 Cimahi City 

 

Based on the table above, Bogor Regency has the highest number of tuberculosis cases. 

Based on research conducted by (Fitria & Hartono, 2023), there is a significant correlation 

between temperature and the prevalence of tuberculosis in West Java Province in 2021. This 

research suggests that the temperature can affect the presence of bacteria that cause 

tuberculosis to grow optimally. In addition, Bogor District also has the highest number of 

HIV/AIDS cases, with 690 cases, which may increase susceptibility to TB infection. Tasikmalaya 

City has a high percentage of poor people, reaching 131,1%, which contributes to limited access 

to health services and increases the risk of TB. Bekasi Regency, with the highest number of 

diabetics at 14.957, shows how chronic health conditions can exacerbate susceptibility to TB. 

Meanwhile, Cimahi City has a high population density, with 242.169 people, which increases 

the potential for disease transmission. This data indicates that socioeconomic and health 

factors play an important role in TB prevalence in different regions. 
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3. Test of Classical Regression Assumptions 

a. Detecting Collinearity 

The VIF values of variables are presented in Table 3 below: 

 

Table 3. Multicollinearity Detection Result 

Label Variables VIF Description 
𝑋1 Percentage of poverty 1,74 No multicollinearity 
𝑋2 The number of diabetics 1,19 No multicollinearity 
𝑋3 The number of HIV/AIDS patients 1,13 No multicollinearity 
𝑋4 Population density 1,76 No multicollinearity 

 

According to the multicollinearity detection results in Table 3, the VIF value for each 

variable percentage of poverty (1,74), the number of diabetics (1,19), the number of 

HIV/AIDS patients (1,13), and population density (1,76) is less than 10. Therefore, it can 

be concluded that the model does not experience multicollinearity problems. 

b. Heteroskedasticity Test 

In this analysis, the heteroskedasticity test uses glejser method with the results 

presented in Table 4. 

 

Table 4. Heteroskedasticity Test Result 

Label Variables P-Value Description 
𝑋1 Percentage of poverty 0,2178 Not significant  

𝑋2 The number of diabetics 0,3891 Not significant 

𝑋3 The number of HIV/AIDS patients 0,3338 Not significant 

𝑋4 Population density 0,3112 Not significant 

 

According to the Heteroskedasticity test in Table 4, the probability value for each 

variable percentage of poverty (0,2178), the number of diabetics (0,3891), the number 

of HIV/AIDS patients (0,3338), and population density (0,3112) is greater than alpha 

(0,05). This means that all variables are not significant, it can be inferred that there is no 

heteroskedasticity present.  

 

4. Panel Data Regression Model  

a. Common Effect Model (CEM) 

Common effect model test is a type of panel data model that combines cross-sectional 

and time series data. This model assumes that the behavior of the data across different 

cross-sections is consistent across different periods. The results of the common effect 

models are summarized in Table 5. 

 

Table 5. Parameter Estimation in CEM 

Variables Estimated Value Standard Deviation t P-Value 
Intercept 3971,408 1463,622 2,713411 0,0082 

𝑋1 -26,41333 12,91082 -2,045830 0,0442 
𝑋2 0,015596 0,007644 2,040311 0,0448 
𝑋3 5,586238 1,816412 3,075425 0,0029 
𝑋4 -0,023030 0,077200 -0,298308 0,7663 
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The Common Effect Model (CEM) test results show a small R-squared value of 0.276. In 

addition, the population density variable has a p-value of 0.7663, which is greater than 

alpha (0.05), so it is not significant. In contrast, the significant variables are the 

percentage of poverty (𝑋1) with a p-value of 0,0442, the number of diabetics (𝑋2) with 

0,0448, and the number of HIV/AIDS patients (𝑋3) with 0,0029. This indicates that the 

percentage of poverty, the number of diabetics, and the number of HIV/AIDS patients 

have a significant influence on tuberculosis cases.  

b. Fixed Effect Model (FEM) 

The assumption made by the fixed effect model is that differences among individuals can 

be accounted for by variances in intercepts. The results of the fixed effect models are 

summarized in Table 6. 

 

Table 6. Parameter Estimation in FEM 

Variables Estimated Value Standard Deviation t P-Value 
Intercept -13224,16 5749,893 -2,299897 0,0257 

𝑋1 113,9799 45,49859 2,505130 0,0155 

𝑋2 -0,011056 0,004979 -2,220542 0,0309 
𝑋3 -4,209627 1,844810 -2,281875 0,0268 

𝑋4 2,057155 0,976115 2,107492 0,0401 

 

The FEM test results revealed an R-squared value of 0,90 and all variables have a p-value 

less than alpha (0,05). This suggests that all variables have significant values, which 

means that the number of tuberculosis cases in West Java is influenced by the percentage 

of poverty (𝑋1), the number of diabetics (𝑋2), the number of HIV/AIDS patients (𝑋3), 

population density (𝑋4) by 90% and the rest is influenced by other factors. 

c. Random Effect Model (REM) 

The test for the random effect model is utilized to calculate panel data that may have 

disturbance variables that are correlated between individuals and time. The results of 

the random effect models are summarized in Table 7. 

 

Table 7. Parameter Estimation in REM 

Variables Estimated Value Standard Deviation t P-Value 
Intercept 4978,675 1833,217 2,715813 0,0082 

𝑋1 -19,45322 17,00672 -1,143855 0,2563 
𝑋2 -0,003443 0,004696 -0,733263 0,4657 
𝑋3 0,058258 1,536371 0,037919 0,9699 
𝑋4 0,060585 0,106453 0,569125 0,5709 

 

The REM test results show that the R-squared value is very small at 0,03. In additional, 

the p-value for all predictor variables is greater than alpha (0,05). The percentage of 

poverty (𝑋1) with a p-value of 0,2563, the number of diabetics (𝑋2) with 0,4657, the 

number of HIV/AIDS patients (𝑋3) with 0,9699, and the population density (𝑋4) with 

0.5709. So, it can be concluded that in the REM test there are no significant predictor 

variables. 
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5. Determining The Best Model of Panel Data Regression  

In the pursuit of determining the best panel data regression model, researchers use two 

model estimation techniques, the chow test and the hausman test. 

a. Chow Test 

The results of the chow test analysis are summarized in Table 8 below: 

 

Table 8. Chow Test Result 

Effect Test Statistics Df P-Value 

Cross-section F 12,122429 (26;50) 0,0000 

 

According to the results of the chow test in Table 8, the p-value for the cross-section F is 

0,0000. This implies that the value is less than alpha (0,05). Therefore, the decision is 

rejected 𝐻0 or accept 𝐻1, and it can be inferred that the model chosen is the fixed effect 

model. Furthermore, the process of conducting the hausman test can be initiated. 

b. Hausman Test 

The results of the hausman test are typically presented in a table, such as Table 9.  

 

Table 9. Hausman Test Result 

Effect Test Statistics Df P-Value 
Cross-section random 32,210706 4 0,0000 

 

According to the result of the hausman test in Table 9, the p-value for cross-section 

random is 0,0000. This implies that the value is less than alpha (0,05). Therefore, the 

decision to reject 𝐻0 or accept 𝐻1, and it can be inferred that the model chosen is the 

fixed effect model. The best model obtained is the fixed effect model, so there is no need 

to continue with the lagrange multiplier test. 

 

6. Hypothesis Test of The Selected Model 

The results obtained from both the Chow test and the Hausman test indicate that the 

model selected for the analysis is a fixed effect model. 

a. Simultaneous F-Test 

This study, the simultaneous F test was conducted using alpha (0,05) to identify 

significant differences between the means of groups or treatments in statistical analysis. 

 

Table 10. Simultaneous F Test Results 

F Test P-Value 

15,15991 0,000000 

 

Based on the results of the simultaneous F test in Table 10 above, the p-value is 0,000000 

or less than alpha (0,05), so the F test decision is obtained, namely reject 𝐻0 with the 

conclusion that there is an influence of X on Y. This means that there is at least one 

predictor variable that affects the number of tuberculosis cases in West Java. 
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b. Partial t-Test 

In this study, testing was carried out using a significance level (alpha) of 0,05 for the four 

predictor variables that were thought to have a significant effect on the response 

variable. Based on the partial t-test results in Table 6 above, it is obtained that the 

significant probability value for each variable 𝑋1 , 𝑋2 , 𝑋3 , and 𝑋4  has a value less than 

alpha (0,05), so that the 𝐻0 is rejected for all predictor variables. It can be concluded that 

the variable percentage of poverty, the number of diabetics, the number of HIV/AIDS 

patients, and population density each partially affect the response variable, namely the 

variable number of tuberculosis cases in West Java. 

 

7. The Best Model of Panel Data Regression Interpretation  

In the tests that have been carried out, it is obtained that the best model for this data is the 

fixed effect model estimate, so the formation of the regression model from this data is based on 

the output of the fixed effect model estimate. The formulation used to determine the 

relationship of this regression model is as Equation (11): 

 

�̂�𝑖𝑡 = �̂�𝑖 + 𝑿𝒊𝒕�̂� (11) 

 

Based on the previous FEM test result, the value for the formulation of the regression model 

is as follows: 

 

�̂�𝑖𝑡 = �̂�𝑖 − 13224,16 + 113,9799𝑋1 − 0,011056𝑋2 − 4,209627𝑋3 + 2,057155𝑋4 (12) 

 

The interpretation of the regression model is that if the percentage of poverty ( 𝑋1 ) 

increases by 1%, the number of tuberculosis cases (Y) increases by 113 cases with other 

predictor variables considered constant. This is supported by research conducted by (Wong et 

al., 2013) using poisson regression that household poverty is positively associated with the 

sputum-positive TB CNR in Cambodia.  

If the number of diabetics (𝑋2) increases by 100 cases, the number of tuberculosis cases (Y) 

decreases by 1 case with other predictor variables held constant. Based on the research 

conducted by (Ernest Yorke, 2017) there is a bidirectional relationship between TB and 

diabetes, and they both impact each other. So, it is not inline that the increase in the number of 

diabetics should increase the number of tuberculosis cases, this is due to factors that are not 

involved in the calculation of the number of diabetics, so it does not support the increase in the 

number of tuberculosis cases. If the number of HIV/AIDS patients (𝑋3) increases by 1 case, the 

number of tuberculosis cases (Y) decreases by 4 cases with other predictor variables held 

constant. It is unrealistic that the increase in the number of HIV/AIDS patients should increase 

the number of tuberculosis cases, this is due to factors that are not included in the calculation 

of the number of HIV/AIDS patients, so it does not support the increase in the number of 

tuberculosis cases.  

The fact that an area can have a high prevalence of HIV and diabetes but a low incidence of 

TB can be explained by several factors. First, effective health programs, including prevention 

and treatment for HIV/AIDS and diabetes, often include efforts to address TB, thereby 
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improving access to health services. In addition, high levels of education and public awareness 

encourage individuals to seek treatment early and implement preventive measures. 

Environmental factors, such as good sanitation and decent housing, also play a role in reducing 

TB risk. In addition, social support and active community networks help individuals manage 

their health, while genetic factors may make some people more resistant to TB. If the population 

density ( 𝑋4 ) increases by 10 people/sq. km. Then the number of tuberculosis cases (Y) 

increases by 20 people with other predictor variables held constant. This is supported by 

research conducted by (Asemahagn et al., 2021) using spatial-temporal clustering which states 

that TB high-risk clusters are increasingly emphasized by the effect of high population density. 

The results of this study are in line with the findings of another study conducted by 

(Rahmawati et al., 2024) in East Java, where the variables of poverty and population density 

were also found to have a significant effect on tuberculosis (TB) cases. Research in East Java 

showed that in 2021, the number of poor people contributed significantly to the number of TB 

cases in all districts/cities, while population density had an effect in most areas, except in some 

districts such as Pacitan, Bondowoso, and Situbondo. These findings reinforce the argument 

that socioeconomic factors, such as poverty and population density, strongly influence the 

spread of TB in regions that share similar demographic and geographic characteristics. 

Therefore, policies aimed at reducing poverty through more equitable job creation are expected 

to reduce the number of TB cases. This strategy is important so that people are not concentrated 

in one area, so that population density can be controlled and the risk of disease transmission 

can be minimized. 

 

D. CONCLUSION AND SUGGESTIONS 

According to the data, the highest number of tuberculosis cases is in the Bogor Regency. 

Among the CEM, FEM, and REM models conducted, the best model to analyze the factors 

percentage of poverty, the number of diabetics, the number of HIV/AIDS patients, and 

population density towards tuberculosis cases in West Java is the FEM. Based on the results of 

this research data analysis and hypothesis testing of the FEM parameters, the conclusions 

obtained from this study are that all predictor variables have a significant effect on the variable 

number of TB cases in West Java. This means that the variables of the percentage of poverty, 

the number of diabetics, the number of HIV/AIDS patients, and population density each 

partially affect the response variable, namely the number of TB cases in West Java.  

Recommendations that can be given by the West Java government from this research 

should be followed up by the government in order to reduce the number of TB cases in West 

Java in the following years. The government can reduce TB rates by reducing the percentage of 

poverty and population density in West Java. This can be accomplished by ensuring the 

availability of easily accessible healthcare facilities for the underprivileged and establishing 

health centers in densely populated areas. Additionally, it is recommended that public 

awareness campaigns and extension programs be initiated to underscore the importance of TB 

control in West Java. Furthermore, it is crucial to continue and enhance existing programs 

aimed at managing TB cases in West Java, including providing widespread healthcare access 

and offering vaccines to prevent TB.  
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Then for further research, you can add variables other things that might influence economic 

growth such as temperature, humidity, or variables that have a linear influence on TB cases in 

east Java. According to WHO, TB bacteria can survive for hours in a dark and humid 

environment, but they perish immediately when exposed to sunlight. From previous research 

in the health sector, TB susceptibility is potentially affected by temperature and humidity. This 

is because TB spreads through the air, and TB bacteria can survive longer in a humid 

environment (Amjani & Cusmarih, 2023). The weather conditions in West Java are 

characterized by cold temperatures and high humidity. These conditions may have an impact 

on the prevalence of TB cases in West Java.  
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