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 This study aims to determine the factors that influence college students' saving 
behavior, with gender as a moderating variable. The analysis used is Partial Least 
Square-Structural Equation Modeling (PLS-SEM) with Multigroup Analysis. This 
study was conducted on 200 college students in City X who were selected by 
purposive sampling. Data collection was carried out using a structured 
questionnaire that measures Perceived Benefits, Perceived Ease of Use, Saving 
Intentions, and Saving Behavior. Confirmatory Factor Analysis (CFA) and 
Bootstrapping were used to validate the measurement model and structural 
relationships. The results showed that Perceived Benefits and Perceived Ease had 
a significant effect on Saving Intentions and Saving Behavior. In addition, Saving 
Intentions had a significant effect on Saving Behavior. This relationship applies to 
both male and female groups, with a determination coefficient of 86.2% for males 
and 86.7% for females. Moderation analysis shows that gender moderates the 
relationship between Perceived Benefits and Saving Behavior, as well as between 
Perceived Ease and Saving Behavior. These findings highlight the importance of 
considering gender differences in efforts to improve students' savings behavior. 
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A. INTRODUCTION  

Structural Equation Modelling (SEM) is a statistical technique used to analyze complex 

relationships between exogenous and endogenous variables, while simultaneously 

incorporating indicator models (Solimun et al., 2017). According to Hair et al. (2019), SEM data 

analysis provides a comprehensive explanation of the study's variable relationships. For a set 

of distinct multiple regression equations calculated concurrently, SEM offers the most suitable 

and effective estimation method. It consists of two primary components: the structural model, 

which represents the relationships between latent constructs, and the measurement model, 

which links latent constructs to their indicators. One type of SEM approach is Partial Least 

Square SEM (PLS-SEM). 

Partial Least Squares SEM (PLS-SEM) is a variance-based approach to SEM, particularly 

suitable for exploratory research and prediction-oriented studies (Henseler et al., 2016). The 

goal of PLS-SEM is to predict latent variables using observed data (Hair et al., 2017). Unlike 
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covariance-based SEM, PLS-SEM is advantageous because it does not require strict 

distributional assumptions and accommodating small sample sizes or complex models 

(Hanafiah, 2020). Because of its flexibility, PLS-SEM is particularly useful for research in social 

and economic fields, where the relationships between variables often involve perceptions and 

behaviors, such as the saving behavior of university students. 

University or college students are in a distinct period of their lives where when they begin 

managing their own finances without parental guidance, who start to deal with monetary 

challenges such as paying bills, keeping a budget, or having a credit card to their own names for 

the first time (Akben-Selcuk, 2015). Saving is one of the most common financial practices 

among college students, a crucial habit that reflects their ability to balance short-term expenses 

with long-term financial goals. Given the importance of saving behavior in this context, 

understanding its determinants through a robust analytical approach such as PLS-SEM is both 

practical and necessary. 

The driving factors of college students' savings behavior are based on Theory of Planned 

Behavior (TPB) and Technology Acceptance Model (TAM). Ajzen and Fishbein in 1975 

developed the Theory of Reasoned Action (TRA) and its extension, the Theory of Planned 

Behavior (TPB) that provide a theoretical framework for understanding human behavior. TPB 

posits that behavior is influenced by intentions, which are shaped by attitudes, subjective 

norms, and perceived behavioral control (Kashif et al., 2018). Similarly, the Technology 

Acceptance Model (TAM) emphasizes two key factors, such as perceived benefits or percieved 

usefulness and perceived ease of use (Wicaksono & Maharani, 2020).  

In testing the influence between variables, there are times when the influence of exogenous 

variables on endogenous variables is also strengthened or weakened by moderating variables. 

Moderation occurs when the relationship between an independent variable and a dependent 

variable changes based on the value of the moderating variable (Dawson, 2014). A moderating 

variable refers to a variable that influences the nature of the effects of antecedents on outcomes 

(Aguinis et al. 2017). Moderating variables are crucial for understanding how relationships 

between variables differ across groups (Memon et al., 2019). There are two types of moderating 

variables: non-metric (categorical data) and metric (continuous data) moderating variables. 

Multigroup Analysis is a suitable approach to examine these moderating effects when the 

moderator has distinct categories, such as gender (Rigdon et al. 2017). For this study, gender 

serves as a moderator to analyze differences in saving behavior between male and female 

students, providing insights into how perceived benefits and ease of use affect saving intentions 

and behavior across these groups. 

This study aims to determine the effect of perceived benefits and perceived ease of use on 

college students' saving behavior through saving intentions, with gender as a moderating 

variable. The analysis used is Partial Least Squares SEM (PLS-SEM) with a multigroup analysis 

approach. This research was conducted on 200 college students in City X who were selected by 

purposive sampling technique. Bootstrapping resampling and Confirmatory Factor Analysis 

(CFA) were applied to ensure the validity and reliability of the measurement model. This study 

provides insights into the factors that influence saving behavior and how these factors differ 

based on gender (male and female), which is further useful for the government and financial 

institutions, especially banks in designing effective strategies to increase college students' 
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saving behavior. The findings also contribute to the academic field by demonstrating the 

applicability of Multigroup Analysis within the PLS-SEM framework, particularly in using 

moderating variables with categorical data types. This enriches the understanding of advanced 

statistical methods for analyzing complex data. 

 

B. METHODS 

1. Data and Variables 

This study used secondary data obtained from a questionnaire survey on college students' 

saving behavior in X City. The sample consisted of 200 respondents obtained through purposive 

sampling, divided into male and female groups. The data were collected using a Summated 

Rating Scale (Likert scale, 1-5). The variables used in this study consist of two exogenous 

variables, namely Perceived Benefits (X1) and Perceived Ease (X2), one moderating variable, 

namely Gender (X3), one intervening variable, namely Saving Intention (Y1), and one pure 

endogenous variable, namely Saving Behavior (Y2). All the variables mentioned above have 

been tested for validity and reliability by the researcher, with the results showing that all 

questionnaire items are valid. Additionally, all questionnaire items are reliable, making them 

suitable for analysis. The indicators used in latent variables are reflective. The variables and 

indicators in this study are shown in Table 1. 

 

Table 1. Variables and Indicators 

Variable Indicator 

Perceived Benefits (X1) 
Economic Sector(𝑋11) 
Future Vision(𝑋12) 

Perceived Ease (X2) 

Ease of Access(𝑋21) 
Ease of Application Use(𝑋22) 
Ease of Finding Information(𝑋23) 
Ease of Interaction with Service Units(𝑋24) 

Saving Intention (Y1) 
Desire(𝑌11) 
Prioritization(𝑌12) 

Saving Behavior (Y2) 
Saving Decision(𝑌21) 
Savings Action(𝑌22) 
Opportunities(𝑌23) 

 

2. Structural Equation Modeling (SEM) 

Structural equation modelling (SEM) a powerful multivariate technique that allows 

simultaneous examination of both measurement models and structural models (Fan et al., 

2016). SEM allows for simultaneous examination of both measurement models (relationships 

between latent constructs and their indicators) and structural models (relationships between 

latent constructs) (Albahri et al., 2021). In SEM, latent variable models can be specified to 

estimate the relationships between latent constructs and observed indicators, and a set of 

linear relationships with more than one dependent variable can be estimated simultaneously 

(Ryu, 2014). This study employed the Partial Least Squares SEM (PLS-SEM) approach, which is 

suitable for prediction-oriented objectives, handling non-normal data distributions, and 

accommodating small sample sizes (Hanafiah, 2020). The goal of PLS-SEM is to predict latent 

variables using observed data (Hair et al., 2017).  In the context of this research, PLS-SEM was 

used to examine the relationships between Perceived Benefits (X1), Perceived Ease (X2), Saving 
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Intention (Y1), and Saving Behavior (Y2), with Gender (X3) as a moderating variable. The 

analysis includes designing path diagrams, estimating the parameters of the inner (structural) 

and outer (measurement) models, and testing the significance of these relationships. The path 

diagram as research model is depicted in Figure 1 below: 

 

Perceived 
Benefits (X1)

Perceived Ease  
(X2)

Saving 
Intention (Y1)

Saving Behavior 
(Y2)

X2.1

X2.2

X2.3

Y1.1

Y1.2

Y2.1

Y2.2

Y2.3

Gender (X3)

X1.1

X1.2

X2.4

 
Figure 1. Research Model 

 

3. Linearity Assumption Test with Ramsey’s RESET Test 

Ramsey’s Regression Specification Error Test (RESET) was used to test the assumption of 

linearity in the relationships between predictor variables and the response variable (Pandis, 

2016). One method to test the linearity assumption is the Regression Specification Error Test 

or RESET which was first introduced in 1969 by Ramsey. According to Fernandes et al. (2021), 

the steps to apply RESET are as follows: 

a. Regress 𝑋1 on 𝑌𝑖 . The equation of �̂�𝑖 as an endogenous variable in the model is presented 

in the form of equation (1). 

 

0 1 1
ˆ ˆˆ

i iY X  
                    (1) 

 

b. Compute the coefficient of determination, 𝑅1
2 which is presented in the equation (2). 
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c. Regress 𝑋1 on 𝑌𝑖 nd two additional predictor variables �̂�𝑖
2 and �̂�𝑖

3. Furthermore 𝑌𝑖
∗ as the 

response variable is presented in equation (3). 

 
* * * 2 3 *

0 1 1 2 3
ˆ ˆ

i i i i iY X Y Y        
                            (3) 

 

d. Then, compute �̂�𝑖
∗ as per the model in equation (4). 

 
* * * 2 3

0 1 1 2 3
ˆ ˆ ˆ ˆˆ ˆ ˆ
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                   (4) 

 

e. Calculate the coefficient of determination according to equation (4) as 𝑅2
2 presented in 

equation (5). 
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f. Testing the linearity between predictor variables and the response with the following 

hypothesis.   

0 2 3: 0H   
 

1  : 0; 2,3    jthere is at leaH ne jst o   

g. with test statistics following the F distribution according to equation (6). 
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Information: n is number of observations; k is the number of initial predictor variables; 

and m is number of additional predictor variables. 

h. Conduct the RESET test using the F-statistic in Equation (6). If the test statistic 𝐹𝑣𝑎𝑙𝑢𝑒 >

𝐹(𝛼,𝑚,𝑛−𝑘−1−𝑚) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 then Reject 𝐻0. Thus, it can be concluded that there is a 

nonlinear relationship between variables. Conversely, if Accept then the relationship 

between variables is linear. 

 

4. Measurement Model with Confirmatory Factor Analysis (CFA) 

Confirmatory Factor Analysis (CFA) assesses the relationship between latent variables and 

their observed indicators. CFA evaluates whether an assumed relationship between manifest 

indicators and latent factors is in line with the empirical data (Goretzko et al., 2024). In this 

study, CFA is used to validate the measurement model and ensure that the observed indicators 

accurately represent the latent constructs (Roos & Bauldry, 2022). The reflective measurement 

model is applied, meaning the indicators are assumed to reflect the underlying latent variable 

(Hair et al., 2019). 
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5. Structural Model Testing with Resampling Bootstrap  

Hypothesis testing in PLS-SEM is conducted using bootstrap resampling to estimate 

standard errors and confidence intervals (Efron & Tibshirani, 1994). The bootstrap method 

involves repeatedly resampling the original dataset with replacement to create multiple 

pseudo-samples. This process helps assess the stability and significance of the estimated path 

coefficients (Horowitz, 2019).  In this study, 5,000 bootstrap samples are used to generate 

reliable estimates. Bootstrap uses a resampling algorithm with a number of samples that can 

be selected by the user randomly or known as the "resampling with replacement" method. It 

means that a large number of samples with replacement are then taken from the original 

sample and the statistic of interest is calculated from this pseudo-population as an estimate of 

the corresponding parameter of the population (Theodorsson, 2015). Suppose there is a sample 

containing a data set {𝑥12, … , 𝑥1𝑛, 𝑥21,𝑥22, … 𝑥2𝑛, 𝑦11, 𝑦12, … 𝑦1𝑛, 𝑦21,𝑦22, … 𝑦2𝑛} and 𝜃 = 𝑠(𝑥𝑦) is 

an estimator for a parameter. The steps to estimate the standard error of the bootstrap are as 

follows (Efron & Tibshirani, 1994). 

a. Determines the number B of bootstrap samples (𝒙𝒚𝟏
∗ , 𝒙𝒚𝟐

∗ , … , 𝒙𝒚𝑩
∗ )  obtained from 

random sampling with the replacement of n elements from the initial sample. 

b. Calculate the statistic of interest (θ̂*) for each bootstrap sample using Equation (7). 

 
* *
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c. Compute the standard error using the standard deviation of the B bootstrap replications, 

as shown in Equation (9). 
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6. Moderation Variable Test 

An intergroup difference test was conducted using Fisher’s Z-test to determine the 

moderating effect of Gender (X3) (Solimun et al., 2017). The test statistic is calculated using 

Equation (11). 

1 2

1 2
 ~ N(0,1)
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      (11) 
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The standard error for small and large samples is computed using Equations (12) and (13), 

respectively. A significant difference indicates a moderating effect, suggesting that gender 

influences the relationship between the independent and dependent variables. 

 

   
1 1 2 2

1 2

1 2

2 2

jG jG jG jG

jG jG

jG jG

b b b b

b b
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df SE df SE
SE

df df






 

      (12) 

1 2 1 2

2 2

jG jG jG jGb b b bSE SE SE  
 

      (13) 

 

C. RESULT AND DISCUSSION 

1. SEM Model Specifications 

Structural models and measurement models will be easier to understand if expressed in 

the form of path diagrams. The path diagram resulting from the design of the structural model 

(inner model) and measurement model (outer model) can be seen in Figure 2. 
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Figure 2. SEM Path Diagram 

 

Information: 𝑋𝑖 is exogenous latent variable to-i; 𝑌𝑔 is endogenous latent variable to-g; 𝑋𝑖𝑗 

is exogenous variable to-i indicator to-j;  𝑌𝑔𝑘  is endogenous variable to-g indicator to-k; 𝜆𝑥𝑖𝑗 is 

coefficient loading exogenous variable to-i indicator to-j; 𝜆𝑦𝑔𝑘 is coefficient loading endogenous 

variable to-g indicator to-k; 𝛽  is coefficient of influence of latent variables; 𝛿𝑋𝑖
is error 

measurement on manifest variables for exogenous latent variables; 𝜀𝑌𝑔
 is measurement error 

on manifest variables for endogenous latent variables; 𝜁𝑔 is error g-model. Based on the SEM 

model, an inner model or structural model is formed as follows: 

 

1 1 201 1 2 1i i i iY X X           (14) 

2 1 2 1 202 3 4 5i i i i i
Y X X Y                (15) 
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Which can be described in matrix form as follows: 
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or it can be written in matrix notation, as in equation (16): 

 

         2 1 2 7 7 1 7 1     
% % % %

n n nY X                (16) 

 

Meanwhile, in the outer model, the indicator model can be written with equation (17) and 

equation (18). 

 

    
ij ijij iX XX X                   (17) 

gk gkgY YgkY Y                   (18) 

 

2. Linearity Assumption Test Results 

Assumptions in SEM analysis are only related to structural modeling, where the 

relationship between latent variables in the structural model is linear. The linearity assumption 

test is carried out using RESET with the help of Rstudio software. The results of the linearity 

test can be seen in Table 2. 

 

Table 2. Linearity Test Results 

Group Variable F-Statistic P-value Relationship 

Male 

X1 with Y1 1,4465 0,2363 Linier 
X1 with Y2 0,0054 0,9414 Linier 
X2 with Y1 0,0697 0,7931 Linier 
X2 with Y2 0,2001 0,6571 Linier 
Y1 with Y2 0,3228 0,5732 Linier 

   Female 

X1 with Y1 3,3826 0,0721 Linier 
X1 with Y2 0,1734 0,6789 Linier 
X2 with Y1 0,2574 0,6142 Linier 
X2 with Y2 0,1295 0,7205 Linier 
Y1 with Y2 0,9871 0,3254 Linier 

 

Based on Table 2, it can be seen that the relationship between latent variables produces a 

p-value> α (5%), so it is decided that H0 is accepted and it is concluded that all relationships 

between latent variables in this study are linear. 
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3. Measurement Model Testing with CFA 

The measurement model was analyzed using CFA which is shown in Table 3. 

 

Table 3. Outer Model Testing 

Variable Indicator Loading P-Value 

Perceived Benefits (X1) 
Economic Sector 

0.924 
 

<0.001 
Future Vision 0.924 <0.001 

Perceived Ease (X2) 

Ease of Access 0.805 <0.001 
Ease of Application Use 0.848 <0.001 
Ease of Finding Information 0.832 <0.001 
Ease of Interaction with Service Units 0.801 <0.001 

Saving Intention (Y1) 
Desire 0.829 <0.001 
Prioritization 0.829 <0.001 

Saving Behavior (Y2) 
Saving Decision 0.788 <0.001 
Savings Action 0.833 <0.001 

Opportunities 0.878 <0.001 

 

Based on the Table 3, it can be seen that the p-value of each indicator < 𝛼 ,  so it is concluded 

that all indicators can reflect the variables of Perceived Ease, Perceived Benefits, Saving 

Intention and Saving Behavior. In some variables that have more than two indicators, we can 

see the most dominant indicator to reflect the variable based on the highest outer loading value. 

Indicators of economic aspects and future vision are equally large in reflecting the Perceived 

Benefits variable with an outer loading of 0.924. The most dominant indicator reflecting the 

Ease variable is the ease of use of the application with an outer loading of 0.848. The desire and 

priority indicators are equal in reflecting the intention to save variable with an outer loading of 

0.829. Meanwhile, the most dominant indicator in reflecting the Saving Behavior variable is the 

opportunity with an outer loading of 0.878. 

 

4. Structural Model Testing  

Inner relation or often called inner model is a specification for the relationship between 

latent variables. The following is a path diagram of the SEM model shown in Table 4 and Figure 

3 below. 

 

Table 4. Results of Inner Model Hypothesis Testing 

Group Relationship Between Variables Path Coefficient P-value Information 

Male 

X1Y1 0.634 <0.001 Significant 

X2Y1 0.245 0.026 Significant 
X1Y2 0.332 0.007 Significant 
X2Y2 0.243 0.034 Significant 
Y1Y2 0.349 0.004 Significant 

Female 

X1Y1 0.798 <0.001 Significant 

X2Y1 0.216 0.048 Significant 
X1Y2 0.439 <0.001 Significant 
X2Y2 0.212 0.050 Significant 
Y1Y2 0.247 0.029 Significant 
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Figure 3. Results of testing the inner model hypothesis for group 1 and group 2. 

 

Based on the inner model path coefficients on Table 4 and Figure 3, the function estimate 

is obtained through: 

 

1 1 201 1 2 1i i i iY X X      

2 1 2 1 202 3 4 5i i i i i
Y X X Y         

 

By performing standardization, the following equation is produced: 

 

1 1 21 2 1 
Y X X

Z Z Z    

2 1 2 1 23 4 5  
Y X X Y

Z Z Z Z     

 

So the function estimate for the Male Group is: 

 

𝑍𝑌1
= 0,634𝑍𝑋1

+ 0,245𝑍𝑋2
 

𝑍𝑌2
= 0,332𝑍𝑋1

+ 0,243𝑍𝑋2
+  0,349𝑍𝑌1

 

 

So the function estimate for the Female Group is: 

 

𝑍𝑌1
= 0,798𝑍𝑋1

+ 0,216𝑍𝑋2
 

 𝑍𝑌2
= 0,439𝑍𝑋1

+ 0,212𝑍𝑋2
+  0,247𝑍𝑌1

 

 

Based on Table 4 and Figure 3, it can be concluded that in Male and Female students, the 

relationship between perceived benefits and saving intention is significant with a coefficient of 

0.634. This indicates that, the higher the perceived benefits felt by students, the higher the 

college students' saving intention. This means that the higher the perceived economic sector 

and future vision benefits, the higher the college students' saving intention. This is felt more in 

the male group, characterized by a larger path coefficient in the male group. Then the 
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relationship between perceived convenience and saving intention is significant characterized 

by the p-value of both groups < α, with a coefficient of 0.245 in the male group and 0.216 in the 

female group. This indicates that changes in perceived convenience have a significant effect on 

the saving intention of male and female college students in X City. The easier the access, ease of 

application use, ease of finding information, and ease of interaction with service units, the 

greater their intention to consider saving at institutions that offer these conveniences. This 

perceived convenience provides a positive impetus to foster saving intentions.  Furthermore, 

the relationship between perceived benefits and saving behavior is significant with a coefficient 

of 0.332 in the male group and 0.439 in the female group. So it can be concluded that the higher 

the perceived benefits, the more college students' saving behavior in City X will increase.  This 

is felt to be greater in female college students, with a larger path coefficient in the female group. 

Perceived benefits, both in terms of contribution to the economic sector and college students' 

future vision, play an important role in increasing their saving behavior. College students who 

feel that saving money can provide their benefits in the economic sector and achieve long-term 

goals are more likely to develop the habit of saving behavior.  

In addition, the relationship between perceived convenience and saving behavior in both 

groups is significant with a coefficient of 0.243 for male college students and 0.212 for female 

college students. It can be concluded that the higher the perceived benefits, the higher the 

saving behavior of male and female college students. This indicates that perceived convenience 

plays an important role in shaping college students' saving behavior. When college students 

find it easy to access, use the application, search for information, and interact with the service 

unit, they tend to be more interested in building savings behavior. It is important for financial 

institutions to continue to improve this aspect of convenience in order to facilitate broader 

savings behavior among college students. And then the relationship between Saving Intention 

and Saving Behavior is significant in both groups with a p-value < alpha, with a coefficient of 

0.349 in the male group and 0.247 in the female group. So that the higher the college students's 

Saving Intention, the higher the male college students' Saving Behavior. This shows that saving 

intention, which is reflected in college students' desires and priorities in saving, acts as the main 

driver in shaping their saving behavior. When college students have a strong desire and make 

saving a priority, they are more likely to translate their intention into real behavior, such as 

setting aside funds consistently. The role of saving intention is not only relevant for male college 

students, but also for female college students, although there are slight differences in the 

strength of the relationship. By strengthening saving intentions among college students, 

financial and educational institutions can help encourage more structured and responsible 

saving patterns among the younger generation. Evaluation of the structural model can be 

observed with the R-Square value or coefficient of determination of each endogenous variable 

in each model. The R-Square value of the endogenous variables is presented in the following 

Table 5. 

 

Table 5. R-Square of Each Endogenous Variable 

Group 
Coefficient of 

Determination𝐘𝟏 
Coefficient of 

Determination𝐘𝟐 

Total Determination 
Coefficient 

Man 0.569 0.681 1 – (1-0.569)(1-0.681) = 0.862 
Woman 0.637 0.633 1 – (1-0.263)(1-0.569) = 0.867 
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Based on Table 5, it can be seen that the total determination coefficient value for Male 

College Students is 0.862, which means that the model can explain 86.2% of the data while the 

remaining 13.8% is explained by other variables outside the research model. On the other hand, 

for Female College Students, the total determination coefficient value is 0.867, which means 

that the model can explain 86.7% of the data while the remaining 13.3% is explained by other 

variables outside this research model. 

 

5. Moderation Variable Test Results 

The overall results of the multigroup moderation variable testing can be seen in Table 6 

below. 

 

Table 6. Results of Moderation Variable Testing 

Connection 
Coefficient P-Value 

Information Group 
1 

Group 
2 

Group 
1 

Group 
2 

Moderation 

X1Y1 0.634 0.798 <0.001 <0.001 0.178 Not moderation 

X2Y1 0.245 0.216 0.026 0.048 0.185 Not moderation 

X1Y2 0.332 0.439 0.007 <0.001 0.040 Moderation 

X2Y2 0.243 0.212 0.034 0.050 0.046 Moderation 

Y1Y2 0.349 0.247 0.004 0.029 0.125 Not moderation 

 

Based on Table 6, it can be seen that the p-value of testing the moderation variable of the 

relationship between Perceived Benefits (X1) and Saving Behavior (Y2) is significant, which is 

0.04. So it can be concluded that the moderation variable, namely the gender variable, is a 

moderating variable in the relationship between Perceived Benefits and Saving Behavior. In 

addition, the moderation p-value of the relationship between Perceived Ease (X1) and Saving 

Behavior (Y2) is also significant, which is 0.046. This means that the Region variable moderates 

the relationship between Perceived Ease and Saving Behavior. While in other relationships, the 

p-value is not significant, so it can be concluded that the Region variable is not a moderating 

variable in the relationship between Perceived Benefits (X1) and Saving Intention (Y1), 

Perceived Ease (X2) and Saving Intention (Y1) and Saving Behavior (Y2). 

 

D. CONCLUSION AND SUGGESTIONS 

Based on the results and discussion of the PLS-SEM approach with multigroup analysis, it 

can be concluded that for both male and female college students, Perceived Benefits and 

Perceived Ease have a significant effect on Saving Intention and Saving Behavior, with Saving 

Intention also significantly affecting Saving Behavior. These results are significant, with a 

coefficient of determination of 86.2% for the male group and 86.7% for the female group. The 

statistical tests confirm that these relationships are valid and robust, with Gender acting as a 

moderating variable in the relationship between Perceived Benefits and Saving Behavior, as 

well as Perceived Ease and Saving Behavior. However, this study has limitations, such as the 

use of a college student sample, which may not be generalizable to a broader population, and 
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the exclusion of other potential influencing variables like social or economic factors. Therefore, 

caution should be applied when interpreting and applying these results in different contexts. 

These findings have practical implications, particularly for educational institutions and 

financial organizations, which can design programs that emphasize the benefits and ease of 

saving, tailored to gender-specific characteristics, to enhance college students' saving 

behaviors. Policies that encourage accessible savings programs with clear benefits could also 

positively impact college students' financial behaviors. For future research, it is suggested to 

consider more specific moderating variables, such as age, income level, or financial literacy, and 

to calculate indirect or total effects in multigroup moderation analysis to better understand 

complex relationships. Additionally, exploring the development of second-order indicator 

models in PLS-SEM with multigroup moderation analysis could provide a more comprehensive 

understanding of the variables involved. 

 

REFERENCES 

Aguinis, H., Edwards, J. R., & Bradley, K. J. (2017). Improving Our Understanding of Moderation and 
Mediation in Strategic Management Research. Organizational Research Methods, 20(4), 665–685. 
https://doi.org/10.1177/1094428115627498 

Akben-Selcuk, E. (2015). Factors Influencing College Students’ Financial Behaviors in Turkey: Evidence 
from a National Survey. International Journal of Economics and Finance, 7(87–94), 1–23. 
http://dx.doi.org/10.5539/ijef.v7n6p87 

Albahri, A. S., Alnoor, A., Zaidan, A. A., Albahri, O. S., Hameed, H., Zaidan, B. B., Peh, S. S., Zain, A. B., Siraj, 
S. B., Alamoodi, A. H., & Yass, A. A. (2021). Based on the multi-assessment model: Towards a new 
context of combining the artificial neural network and structural equation modelling: A review. 
Chaos, Solitons and Fractals, 153(1), 111445. https://doi.org/10.1016/j.chaos.2021.111445 

Dawson, J. F. (2014). Moderation in Management Research: What, Why, When, and How. Production, 
19(1), 1–19. https://doi.org/10.1007/s 

Efron, B., & Tibshirani, R. J. (1994). An Introduction to the Bootstrap (pp. 68–74). 
https://books.google.co.id/books/about/An_Introduction_to_the_Bootstrap.html?id=gLlpIUxR
ntoC&redir_esc=y 

Fan, Y., Chen, J., Shirkey, G., John, R., Wu, S. R., Park, H., & Shao, C. (2016). Applications of structural 
equation modeling (SEM) in ecological studies: an updated review. Ecological Processes, 5(1). 
https://doi.org/10.1186/s13717-016-0063-3 

Fernandes, A. A. R., Solimun, Nurjannah, & Amaliana, L. (2021). ANALISIS REGRESI DALAM PENDEKATAN 
FLEKSIBEL (Ilustrasi dengan Paket Program R). UB Press. 
https://books.google.co.id/books/about/Analisis_Regresi_dalam_Pendekatan_Fleksi.html?id=S
KFgEAAAQBAJ&redir_esc=y 

Goretzko, D., Siemund, K., & Sterner, P. (2024). Evaluating Model Fit of Measurement Models in 
Confirmatory Factor Analysis. Educational and Psychological Measurement, 84(1), 123–144. 
https://doi.org/10.1177/00131644231163813 

Hair, J. F., Hult, G. T., Ringle, C., & Sarstedt, M. (2017). A Primer on Partial Least Squares Structural 
Equation Modeling (PLS-SEM). Sage Publication. https://uk.sagepub.com/en-gb/eur/a-primer-
on-partial-least-squares-structural-equation-modeling-pls-sem/book270548 

Hair, J. F., Black, W. C., Babin, B. J., & Anderson, R. E. (2019). Multivariate Data Analysis (Eighth Edition). 
In Gedrag & Organisatie (Vol. 19, Issue 3). https://doi.org/10.5117/2006.019.003.007 

Hanafiah, M. H. (2020). Formative Vs. Reflective Measurement Model: Guidelines for Structural Equation 
Modeling Research. International Journal of Analysis and Applications, 18(5), 876–889. 
https://doi.org/10.28924/2291-8639-18-2020-876 

Henseler, J., Hubona, G., & Ray, P. A. (2016). Using PLS path modeling in new technology research: 
Updated guidelines. Industrial Management and Data Systems, 116(1), 2–20. 
https://doi.org/10.1108/IMDS-09-2015-0382 

Horowitz, J. L. (2019). Bootstrap Methods in Econometrics. In Annual Review of Economics (Vol. 11),  



160  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 9, No. 1, January 2025, pp. 147-160 

 

 

193-224. https://doi.org/10.1146/annurev-economics-080218-025651 
Kashif, M., Zarkada, A., & Ramayah, T. (2018). The impact of attitude, subjective norms, and perceived 

behavioural control on managers’ intentions to behave ethically. Total Quality Management and 
Business Excellence, 29(5–6), 481–501. https://doi.org/10.1080/14783363.2016.1209970 

Pandis, N. (2016). Linear regression. American Journal of Orthodontics and Dentofacial Orthopedics, 
149(3), 431–434. https://doi.org/10.1016/j.ajodo.2015.11.019 

Rigdon, E. E., Sarstedt, M., & Ringle, C. M. (2017). On Comparing Results from CB-SEM and PLS-SEM: Five 
Perspectives and Five Recommendations. Marketing ZFP, 39(3), 4–16. 
https://doi.org/10.15358/0344-1369-2017-3-4 

Roos, J. M., & Bauldry, S. (2022). Confirmatory Factor Analysis. United States of America: SAGE 
Publications. https://doi.org/10.4135/9781071938959 

Ryu, E. (2014). Model fit evaluation in multilevel structural equation models. Frontiers in Psychology, 
5(FEB), 1–9. https://doi.org/10.3389/fpsyg.2014.00081 

Solimun, Fernandes, Nurjannah, A. A. R. (2017). Metode Statistika Multivariat Pemodelan Persamaan 
Struktural (SEM). UB Press. https://opac.perpusnas.go.id/DetailOpac.aspx?id=1141341 

Theodorsson, E. (2015). Resampling methods in Microsoft Excel® for estimating reference intervals. 
Past, Present, and Future of Statistical Science, 25(3), 335–347. 
https://doi.org/10.1201/b16720-37 

Wicaksono, A., & Maharani, A. (2020). The Effect of Perceived Usefulness and Perceived Ease of Use on 
the Technology Acceptance Model to Use Online Travel Agency. Journal of Business Management 
Review, 1(5), 313–328. https://doi.org/10.47153/jbmr15.502020 

 


