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 More data in meteorological records is needed to ensure the accuracy of 
meteorological modeling, particularly in long-term datasets. This study aims to 
identify the most effective interpolation method for addressing missing data in 
North Aceh's meteorological dataset from 2010 to 2023, with a focus on the 
accuracy of methods applied across various meteorological variables. The study 
analyzed data from North Aceh Regency, Indonesia, comprising 25,565 daily 
observations of temperature, humidity, rainfall, sunshine duration, and wind 
speed. Missing values were interpolated using three methods: spline, stineman, and 
moving average interpolation. Performance was evaluated using Mean Absolute 
Error (MAE), Root Mean Square Error (RMSE), and Mean Squared Logarithmic 
Error (MSLE) across 10%, 20%, and 30% levels of simulated missing data. All 
analysis in this study were carried out using R-4.4.2 software. While spline 
interpolation performed reasonably well, it showed increased variability, 
especially for high-variance variables like rainfall. Moving average interpolation 
was less reliable, with error rates increasing alongside higher levels of missing 
data. In contrast, stineman interpolation consistently achieved the lowest error 
metrics across all levels of missing data, with MAE ranging from 0.219 to 0.6691, 
MSLE from 0.035 to 0.109, and RMSE from 1.247 to 2.245, demonstrating superior 
robustness. Stineman interpolation offers a highly effective approach for managing 
missing meteorological data in North Aceh’s long-term dataset, enhancing data 
reliability for meteorological modeling and decision-making in meteorological-
sensitive sectors. This study provides practical recommendations for selecting 
optimal interpolation techniques, especially in regions with variable 
meteorological data quality. 
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A. INTRODUCTION  

Interpolation is a fundamental process in data analysis used to estimate unknown values 

that fall within the range of known data points. This technique is crucial for ensuring the 

continuity and completeness of datasets, which is particularly important in fields such as 

meteorology, where data gaps can significantly affect the interpretation of trends and patterns  

(Marchi et al., 2020). Reliable meteorology models and predictions depend critically on the 

completeness and quality of the input data. Therefore, addressing missing data through 

effective interpolation methods is vital for producing accurate and reliable meteorology 

analyses (More & Wolkersdorfer, 2024). Meteorological data often contain missing values due 

to various factors, including equipment malfunctions, sensor failures, and human errors during 
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data collection (Tierney & Cook, 2023). Variables such as air temperature, humidity, rainfall, 

sunshine duration, and wind speed are particularly prone to these issues. Incomplete datasets 

reduce meteorological prediction accuracy, impacting key sectors such as agriculture, 

transportation, and tourism, which rely heavily on precise meteorology information. Applying 

robust interpolation methods to fill in missing data is crucial for preserving the integrity and 

usability of meteorological datasets. Neglecting or inappropriately handling missing data can 

introduce biases in statistical analyses, emphasizing the importance of robust interpolation 

methods in meteorological studies (Jones et al., 2023).  

Previous studies have explored various interpolation methods, identifying their respective 

strengths and limitations. Spline interpolation is widely used in meteorological data analysis 

due to its ability to create smooth curves that accurately represent the underlying data trends 

(Wicher-Dysarz et al., 2022). This method is particularly effective in scenarios where data 

points are unevenly distributed, as it minimizes oscillations between points and maintains 

continuity in both the function and its first derivative. A study has demonstrated that spline 

interpolation can effectively handle missing data in various applications, including temperature 

and precipitation modeling (Azizan et al., 2018). Another study on rainfall data fitting using 

spline interpolation highlighted its capability to produce accurate and reliable estimates, even 

when faced with incomplete datasets (Yasmin et al., 2024).  

Next, stineman interpolation is another valuable technique for addressing missing data in 

meteorological contexts. This method is designed to preserve the shape of the data, which is 

crucial when dealing with environmental variables that exhibit specific trends or patterns 

(Bleidorn et al., 2022). While specific studies on stineman interpolation in meteorology are 

limited, its general properties suggest that it can yield satisfactory results in maintaining the 

integrity of the data's form while filling in gaps (Wu et al., 2018). For example, in studies 

involving temperature variations, stineman interpolation has been employed to effectively 

reconstruct missing values without introducing significant artifacts or distortions in the data. 

This shape-preserving property makes stineman interpolation particularly advantageous in 

meteorology, where the preservation of trends is essential for accurate forecasting (Bleidorn et 

al., 2022; Horváth et al., 2023). 

Furthermore, moving averages interpolation is frequently applied in meteorological 

analysis to reduce short-term fluctuations and emphasize longer-term trends (Drozd et al., 

2022; Leirvik & Yuan, 2021; Portela et al., 2020). This technique involves calculating the 

average of a subset of data points, which can help mitigate the effects of noise and outliers in 

the data. In the context of missing data, moving averages can serve as a straightforward 

imputation method, providing a simple yet effective way to estimate missing values based on 

surrounding data points. So, moving averages remain a popular choice for preliminary data 

analysis and trend identification in meteorological studies (Kim et al., 2019). This study 

addresses the challenge of selecting the optimal interpolation method for accurately filling in 

missing meteorological data. The general solution proposed involves systematically comparing 

different interpolation techniques namely spline, stineman, and moving average interpolation, 

to determine their relative performance across various meteorological variables. This approach 

is used to identify the methods that provide the most accurate estimates, thereby improving 

the overall quality of meteorological data.  
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Many reviews of closely related literature reveal that while significant progress has been 

made in understanding the performance of various interpolation methods, more research is 

still needed, specifically analyzing long-term meteorological data (Haldar et al., 2023; Zhou et 

al., 2022). Previous Studies provide valuable insights but are limited by their focus on short-

term data. This study addresses this gap by conducting a detailed comparison of interpolation 

methods with spline, stineman, and moving average interpolation on a more than decade-long 

meteorological dataset, thus providing a more robust framework for future meteorological data 

analysis. 

This research aims to enhance meteorological data quality by determining the most 

effective interpolation method to fill in missing data using several meteorological variables. The 

novelty of this study lies in the comprehensive comparison of several interpolation techniques 

over a period from 2010 to 2023 of the meteorological data of North Aceh Regency, Aceh 

Province, Indonesia. North Aceh, selected as the study site, is Aceh Province’s largest rice 

producer, making accurate meteorological data essential for optimizing agricultural 

productivity. The region’s varied meteorology patterns and significance in food production 

underscore the importance of robust data interpolation methods. This approach not only 

advances our understanding of interpolation methods but also provides practical guidance to 

improve the integrity of meteorological data, ultimately supporting better decision-making in 

various sectors. 

 

B. METHODS 

1. The Study Area 

North Aceh, a significant regency in Aceh Province, Indonesia, is the largest rice-producing 

area in the Aceh province, making accurate meteorological data critical for agricultural 

productivity. In 2022, North Aceh Regency had 614,640 population with a population density 

of 186.43 per km2. Most of the people of North Aceh work in agriculture. The North Aceh 

regency is selected by purposive sampling due to its role as the largest rice producer in Aceh 

Province, with a total production in 2023 of 238,088 tonnes (BPS-Statistics Indonesia, 2023). 

 

2. Data Sources and Variables 

The dataset used in this study was sourced from the official BMKG website 

(www.dataonline.bmkg.go.id) and includes daily meteorological data for North Aceh Regency 

from 1 January 2010 to 31 December 2023. The study variables encompass temperature (°C), 

humidity (%), rainfall (mm), sunshine duration (hours), and wind speed (m/s), where each 

variable had 5,113 observations, totaling 25,565 observations. The data is in the form of time 

series and falls into the Missing Completely at Random (MCAR) category, where missing data is 

randomly distributed across variables and not associated with other variables (Heymans & 

Twisk, 2022). 
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3. Interpolation Methods 

Interpolation serves as a computational technique for generating approximate values 

across a dataset (Mahmoud et al., 2021). Interpolation results may vary depending on the 

algorithm used (Pratama & Sam’an, 2023). Some interpolation methods that are compared in 

this study are spline interpolation, stineman interpolation, and moving average interpolation. 

Spline interpolation suggests that for 𝑛 + 1 data points, there will be a polynomial interpolation 

of the value of a function in the interval of data points. A known function (𝑥) in the interval 𝑎 ≤

𝑥 ≤ 𝑏  is approximated by another function, 𝑔(𝑥) by partitioning the interval 𝑎 ≤ 𝑥 ≤ 𝑏  into 

several sub-intervals 𝑎 =  𝑥1 < 𝑥2 < ⋯ < 𝑥𝑛 = 𝑏. The function 𝑔(𝑥) obtained is called a spline 

(Segeth, 2018). Here is the equation used in this method, with 𝑖 = 1,2,3, … , 𝑛. 

 

𝑦 = 𝑦𝑖 + 
𝑦𝑖+1−𝑦𝑖

𝑥𝑖+1−𝑥𝑖
(𝑥 − 𝑥𝑖) + 𝑏1(𝑥 − 𝑥𝑖)(𝑥 − 𝑥𝑖+1) + 𝑏2(𝑥 − 𝑥𝑖)(𝑥 − 𝑥𝑖+1)(𝑥 − 𝑥𝑖+2)  (1) 

 

where is 

𝑏1  =
(

𝑦𝑖+2−𝑦𝑖+1
𝑥𝑖+2−𝑥𝑖+1

)−(
𝑦𝑖+1−𝑦𝑖
𝑥𝑖+1−𝑥𝑖

)

𝑥𝑖+2−𝑥𝑖
     (2) 

 

𝑏2  =

[
(

𝑦𝑖+3−𝑦𝑖+1
𝑥𝑖+3−𝑥𝑖+2

)−(
𝑦𝑖+2−𝑦𝑖+1

𝑥𝑖+1−𝑥𝑖
)

𝑥𝑖+3−𝑥𝑖
]−[

(
𝑦𝑖+𝑛+1−𝑦𝑖+𝑛

𝑥𝑖+2−𝑥𝑖+1
)−(

𝑦𝑖+𝑛−𝑦𝑖
𝑥𝑖+1−𝑥𝑖

)

𝑥𝑖+3−𝑥𝑖
]

𝑥𝑖+3−𝑥𝑖
   (3) 

 

Next, stineman interpolation is an interpolation method used to replace missing values 

with intersecting rational interpolation (Arjasakusuma et al., 2020). The following is the 

equation used in this method, with 𝑖 = 1,2,3, … , 𝑛. If ∆𝑦𝑖, ∆𝑦𝑖+1> 0, then the equation is used. 

 

𝑦 = 𝑦0 +  
∆𝑦𝑖∆𝑦𝑖+1

∆𝑦𝑖 + ∆𝑦𝑖+1
 

(4) 

 

If ∆𝑦𝑖, ∆𝑦𝑖+1< 0 then the equation is used 

 

𝑦 = 𝑦0 + 
∆𝑦𝑖∆𝑦𝑖+1(𝑥 − 𝑥𝑖 + 𝑥 − 𝑥𝑖+1)

(∆𝑦𝑖 + ∆𝑦𝑖+1)(𝑥𝑖+1 − 𝑥𝑖)
 

(5) 

where is 

∆𝑦𝑖 =  𝑦𝑖 + 𝑆𝑖(𝑥 − 𝑥𝑖) − 𝑦0 (6) 

∆𝑦𝑖+1 =  𝑦𝑖+1 + 𝑆𝑖(𝑥 − 𝑥𝑖+1) − 𝑦0 (7) 

𝑆𝑖 =
𝑥𝑖+1 − 𝑥𝑖

𝑦𝑖+1 − 𝑦𝑖
 (8) 

 

The last interpolation method is moving average interpolation, which replaces missing data 

at time t with the average of the k observations before time t (Mohamad et al., 2022). The 

formula for this interpolation method can be seen in the equation below, with 𝑖 = 1,2,3, … , 𝑛. 
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𝑦 =  
(𝑦𝑖 + 𝑦𝑖−2 + ⋯ + 𝑦0)

𝑘
 (9) 

 

4. Performance Evaluation Metrics 

Performance evaluation metrics are employed to assess each method’s effectiveness in 

achieving the desired interpolation accuracy. The evaluation metrics used in this study are 

Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Squared Logarithmic 

Error (MSLE). The MAE , RMSE, and MSLE formulas are presented in in equation 10-12 

respectively, as follows (Bruce et al., 2020). 

 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑡 − 𝑦�̂�|

𝑛

𝑡=1

 (10) 

𝑅𝑀𝑆𝐸 =  √ 
1

𝑛
∑(𝑦𝑡 − �̂�𝑡)2

𝑛

𝑡=1

 (11) 

 

𝑀𝑆𝐿𝐸 =  
1

𝑛
 ∑(log(1 + 𝑦𝑡) − log(1 + �̂�𝑡))2

𝑛−1

𝑡=1

 (12) 

 

5. Stage of Data Analysis 

The data analysis in this study involves six steps. First, descriptive statistics, including 

minimum, mean, maximum, interquartile range, and standard deviation, are computed to 

assess data distribution and establish baseline data. Missing values are also identified for each 

variable. This analysis helps identify patterns and trends (Azharuddin et al., 2023; Sasmita et 

al., 2023). Second, the baseline data that still contain missing values will be processed using 

each interpolation technique, namely spline, stineman, and moving average. The interpolation 

methods were selected for their theoretical and practical relevance to meteorological data. The 

interpolated datasets produced by each technique serve as the actual data for this study. The 

actual data will be analyzed using descriptive statistics for tendency central and dispersion 

analysis. 

In the third step, data is randomly deleted with three models of data loss percentage, 

namely 10%, 20%, and 30% of the total actual data. The deletion of data with various 

percentages aims to test the robustness and reliability of the interpolation method used as well 

as to simulate real-world data missingness (Qiu et al., 2024). The fourth step involves re-

interpolating the data after data deletion for each percentage of data loss, using the same 

equations as in the second step, to assess the response of each method to different levels of data 

incompleteness. At this stage, the interpolated data becomes the prediction data in this study. 

In the fifth step, performance evaluation metrics are calculated using MAE, RMSE, and 

MSLE by comparing actual data and predicted data for each variable at various percentages of 

data that have been interpolated using each interpolation method. In the sixth step, the average 

values of MAE, RMSE, and MSLE are calculated from the comparison results of the five variables 



166  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 9, No. 1, January 2025, pp. 161-174 

 

 

used with the same percentage of missing data for each interpolation method. The selection of 

performance metrics aligns with international standards for data imputation accuracy, focusing 

on both absolute and proportional errors. Finally, This study prioritizes selecting the optimal 

interpolation technique by identifying the method with the lowest average MAE, RMSE, and 

MSLE (Jierula et al., 2021; Putri et al., 2023). Data analysis was conducted using R-4.4.2 

software for replicability and precision. R software is powerful due to its extensive statistical 

tools, efficient data handling, customizable functions, reproducibility, and advanced 

visualization capabilities (Kruba et al., 2024; Rahayu et al., 2023; Ulhaq et al., 2024). Further, R 

is open-source nature software, making it ideal for complex and transparent data analysis 

(Saputra et al., 2024). 

 

C. RESULT AND DISCUSSION 

1. Descriptive Statistics for Baseline Data 

Descriptive statistics offer a concise summary of key characteristics in North Aceh's 

meteorological data from 2010-2023, as shown in Table 1. Table 1 presents the summary 

statistics of the baseline data. Summary statistics reveal distinct trends and distribution 

patterns across meteorological variables. Temperature exhibited a stable trend, with values 

from 23.3°C to 30.3°C and an average of 26.7°C, supported by a low standard deviation of 0.911, 

indicating minimal fluctuation. 

 

Table 1. Summary statistics of baseline data 

No Variable Min Mean Max IQR Stdv Missing Value 
1 Temperature 23,30 26,70 30,30 1,20 0,911 38 
2 Humidity 57,00 83,99 100,00 6,00 4,315 41 
3 Rainfall 0,00 5,60 181,70 4,20 14,220 1.484 
4 Sunshine duration 0,00 5,57 11,70 4,80 3,007 281 
5 Wind speed 0,00 2,01 5,00 0,00 0,740 33 

 

Humidity showed greater variability, ranging from 57.0% to 100.0% and a mean of 83.99%, 

with a standard deviation of 4.315, reflecting moderate variability. Rainfall exhibits the most 

notable trend, characterized by significant variability with values from 0.0 mm to 181.7 mm, a 

mean of 5.6 mm, and a substantial standard deviation of 14.22, suggesting occasional extreme 

values. The length of Sunshine has a mean of 5.57 hours, varying from 0.0 to 11.7 hours, with a 

moderate standard deviation of 3.007, indicating a broad distribution. Wind speed is the most 

consistent variable, with a mean of 2.01 m/s, minimal variability (standard deviation of 0.74), 

and an IQR of 0.0, highlighting uniformity in the central distribution. Furthermore, From the 

table, it can be seen that all meteorological data variables in this study are missing. The variable 

with the most missing data is the rainfall variable with 1,484 observations and the smallest is 

the temperature variable with 33 observations. 
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2. Descriptive Statistics for Actual Data 

The baseline meteorological data that previously contained missing values was filled in 

through each interpolation method. After the interpolation process was completed, descriptive 

analysis was performed on the actual data, as shown in Table 2. 

 

Table 2. Summary statistics of actual data 

No. Methods Variable Min Mean Max IQR  Stdv 

1 
Spline 

interpolation 

Temperature 23,30 26,70 30,30 1,20  0,912 
Humidity 57,00 84,00 100,00 6,00  4,306 
Rainfall 0,00 45,30 838,50 11,40  152,510 
Sunshine duration 0,00 5,59 14,12 4,80  3,026 
Wind speed 0,00 2,01 5,00 0,00  0,742 

2 
Stineman 

interpolation 
 

Temperature 23,30 26,70 30,30 1,20  0,909 
Humidity 57,00 83,99 100,00 6,00  4,303 
Rainfall 0,00 6.59 181,70 7,81  14,172 
Sunshine duration 0,00 5,56 11,70 4,70  2,980 
Wind speed 0,00 2,01 5,00 0,00  0,738 

3 
Moving 
average 

interpolation 

Temperature 23,30 26,70 30,30 1,20  0,909 
Humidity 57,00 84,00 100,00 6,00  4,304 
Rainfall 0,00 5,99 181,70 5,70  14,321 
Sunshine duration 0,00 5,56 11,70 4,70  2,960 
Wind speed 0,00 2,01 5,00 0,00  0,738 

 

The data shows that temperature and wind speed exhibit consistent results across all 

interpolation methods, with identical minimum, mean, and maximum values and minor 

differences in standard deviation, underscoring their stable distribution. Humidity also 

maintains a consistent pattern, with marginal differences in standard deviation and IQR across 

methods. Rainfall displayed significant variability, particularly under spline interpolation, 

which has a mean of 45.3 mm and a very high standard deviation of 152.51, suggesting the 

presence of significant outliers or extreme values. Stineman and moving average interpolation 

methods show reduced variability for rainfall, with means of 6.59 mm and 5.99 mm, 

respectively, and lower standard deviations (14.172 and 14.321), indicating a more controlled 

distribution. Sunshine duration demonstrated consistent means across all interpolation 

methods, but spline interpolation has the highest variability (Stdv of 3.026) while moving 

average interpolation shows a slightly more stable spread (Stdv of 2.96). 

 

3. Descriptive Statistics for Actual Data Based on Percentage of Missing Data 

The removal of some observations based on a percentage of the actual data aims to test the 

robustness and reliability of the interpolation method. The percentage variations used in data 

deletion are 10% or 511 observations; 20% or 1,023 observations; and 30% or 1,534 

observations on each variable from 5,113 observations and are done randomly. After data 

deletion, a descriptive analysis of the deleted data was conducted, as shown in Table 3. 
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Table 3. Summary statistics for actual data based on percentage of missing data 

No 
Dataset From 

Methods 
Perce
ntage 

Variable Min Mean Max IQR Stdv 

1 
Spline 

interpolation 

10% 

Temperature 23,30 26,70 30,30 4,20 0,916 
Humidity 58,00 84,00 100,00 19,00 4,297 
Rainfall 0,00 45,78 838,52 838,52 153,147 
Sunshine duration 0,00 5,55 14,12 11,02 3,029 
Wind speed 0,00 2,00 5,00 3,00 0,743 

20% 

Temperature 23,30 26,71 30,30 4,20 0,915 
Humidity 59,00 83,99 100,00 19,00 4,297 
Rainfall 0,00 45,90 838,52 838,52 152,901 
Sunshine duration 0,00 5,56 14,12 10,92 3,025 
Wind speed 0,00 2,01 5,00 3,00 0,744 

30% 

Temperature 23,30 26,71 30,30 4,20 0,914 
Humidity 59,00 83,97 100,00 19,00 4,291 
Rainfall 0,00 47,81 838,52 838,52 157,299 
Sunshine duration 0,00 5,59 14,12 10,92 3,011 
Wind speed 0,00 2,01 5,00 3,00 0,744 

2 
Stineman 

interpolation 

10% 

Temperature 23,30 26,70 30,30 4,20 0,913 
Humidity 58,00 84,00 100,00 19,00 4,293 
Rainfall 0,00 6,49 181,70 181,70 13,863 
Sunshine duration 0,00 5,52 11,70 8,60 2,984 
Wind speed 0,00 2,00 5,00 3,00 0,739 

20% 

Temperature 23,30 26,71 30,30 4,20 0,912 
Humidity 59,00 83,98 100,00 19,00 4,293 
Rainfall 0,00 6,48 181,70 181,70 13,807 
Sunshine duration 0,00 5,53 11,70 8,50 2,981 
Wind speed 0,00 2,01 5,00 3,00 0,740 

30% 

Temperature 23,30 26,71 30,30 4,20 0,912 
Humidity 59,00 83,97 100,00 19,00 4,286 
Rainfall 0,00 6,58 181,70 181,70 13,988 
Sunshine duration 0,00 5,56 11,70 8,50 2,969 
Wind speed 0,00 2,01 5,00 3,00 0,740 

3 
Moving 
average 

interpolation 

10% 

Temperature 23,30 26,70 30,30 4,20 0,913 
Humidity 58,00 84,00 100,00 19,00 4,293 
Rainfall 0,00 6,49 181,70 181,70 13,863 
Sunshine duration 0,00 5,52 11,70 8,60 2,984 
Wind speed 0,00 2,00 5,00 3,00 0,739 

20% 

Temperature 23.30 26.71 30.30 4.20 0,912 
Humidity 59.00 83.98 100.00 19.00 4,293 
Rainfall 0.00 6.48 181.70 181.70 13,807 
Sunshine duration 0.00 5.53 11.70 8.50 2,981 
Wind speed 0.00 2.01 5.00 3.00 0,740 

30% 

Temperature 23.30 26.71 30.30 4.20 0,912 
Humidity 59.00 83.97 100.00 19.00 4,286 
Rainfall 0.00 6.58 181.70 181.70 13,988 
Sunshine duration 0.00 5.56 11.70 8.50 2,969 
Wind speed 0.00 2.01 5.00 3.00 0,740 
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The summary statistics in Table 3 show that temperature and humidity remain stable 

across the percentage removal for each data set used. Temperature's minimum (23.30), 

maximum (30.30), and mean (26.70 to 26.71) show minimal change, while the interquartile 

range (IQR) and standard deviation also remain nearly constant, indicating low sensitivity to 

data removal. Similarly, humidity maintains its range (58.00 to 100.00) with a slight mean drop 

from 84.00 to 83.97 and a standard deviation from 4.297 to 4.286, suggesting reliability under 

missing data conditions. However, rainfall shows sensitivity, especially in the dataset from the 

spline interpolation method, where the mean rises from 45.78 at 10% deletion to 47.81 at 30%, 

with fluctuating standard deviations. This variability indicates that rainfall's central tendency 

and spread may shift with missing data, unlike the more consistent sunshine duration and wind 

speed. Sunshine duration's mean only increases slightly from 5.55 to 5.59, while wind speed 

remains consistent across all deletion levels, demonstrating resilience to data removal. 

 

4. Descriptive Statistics for Prediction Data Based on Percentage of Missing Data  

After some observations have been removed with a predetermined percentage variation, 

the next step is to interpolate the data that has been removed. This interpolation process is 

carried out for each variable using different interpolation methods. The result of the 

interpolation produces prediction data, which aims to measure the response of each method to 

variations in data incompleteness. Next, descriptive statistical analysis was applied to the 

prediction data to identify patterns and trends in each variable, as in Table 4. 

 

Table 4. Summary statistics of prediction data 

No 
Handling 

Missing Data 
with Methods 

Perce
ntage 

Variable Min Mean Max IQR Stdv 

1 
Spline  

interpolation 

10% 

Temperature 23,30 26,70 30,30 1,20 0,922 
Humidity 58,00 84,01 100,00 6,00 4,345 
Rainfall 0,00 45,57 838,52 12,00 152,455 
Sunshine duration 0,00 5,57 14,12 4,86 3,033 
Wind speed 0,00 2,01 5,36 0,00 0,747 

20% 

Temperature 22,62 26,70 30,30 1,21 0,935 
Humidity 59,00 84,02 105,07 6,00 4,446 
Rainfall 0,00 45,72 838,52 12,44 152,410 
Sunshine duration 0,00 5,60 19,46 4,80 3,055 
Wind speed 0,00 2,00 5,02 0,00 0,753 

30% 

Temperature 22,57 26,71 30,30 1,30 0,948 
Humidity 59,00 84,00 105,30 6,00 4,518 
Rainfall 0,00 45,92 838,52 12,40 152,374 
Sunshine duration 0,00 5,65 15,85 4,74 3,056 
Wind speed 0,00 2,02 6,74 0,03 0,767 

2 
Stineman 

interpolation 

10% 

Temperature 23,30 26,70 30,30 1,20 0,905 
Humidity 58,00 84,00 100,00 6,00 4,253 
Rainfall 0,00 6,62 181,70 8,00 13,937 
Sunshine duration 0,00 5,53 11,70 4,70 2,932 
Wind speed 0,00 2,01 5,00 0,00 0,726 

20% 
Temperature 23,30 26,70 30,30 1,20 0,894 
Humidity 59,00 84,00 100,00 6,00 4,216 
Rainfall 0,00 6,55 181,70 8,23 13,524 
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No 
Handling 

Missing Data 
with Methods 

Perce
ntage 

Variable Min Mean Max IQR Stdv 

Sunshine duration 0,00 5,54 11,70 4,50 2,884 
Wind speed 0,00 2,00 5,00 0,00 0,711 

30% 

Temperature 23,30 26,71 30,30 1,20 0,889 
Humidity 59,00 83,99 100,00 5,26 4,141 
Rainfall 0,00 6,54 181,70 8,12 13,383 
Sunshine duration 0,00 5,57 11,70 4,40 2,828 
Wind speed 0,00 2,01 5,00 0,00 0,700 

3 
Moving 
average 

interpolation 

10% 

Temperature 23,30 26,70 30,30 1,20 0,897 
Humidity 58,00 84,00 100,00 6,00 4,205 
Rainfall 0,00 6,58 181,70 8,02 13,770 
Sunshine duration 0,00 5,53 11,70 4,50 2,893 
Wind speed 0,00 2,00 5,00 0,00 0,716 

20% 

Temperature 23,30 26,71 30,30 1,20 0,879 
Humidity 59,00 83,99 100,00 5,07 4,124 
Rainfall 0,00 6,55 181,70 8,30 13,281 
Sunshine duration 0,00 5,54 11,70 4,30 2,806 
Wind speed 0,00 2,00 5,00 0,00 0,693 

30% 

Temperature 23,30 26,71 30,30 1,19 0,868 
Humidity 59,00 83,98 100,00 4,71 4,021 
Rainfall 0,00 6,55 181,70 8,25 13,058 
Sunshine duration 0,00 5,57 11,70 4,08 2,716 
Wind speed 0,00 2,01 5,00 0,00 0,672 

 

In Table 4, Distinct effects of each interpolation method on variable predictions were 

observed, particularly as missing data levels increased. For temperature, the mean remains 

steady at around 26.70 across all methods, but spline interpolation shows a gradual increase in 

Standard Deviation (0.922 to 0.948) as missing data rises, suggesting slightly added variability 

with this method. Humidity maintains a consistent mean (83.98 to 84.02) across methods, 

though spline interpolation slightly raises Stdv from 4.345 (10% missing data) to 4.518 (30%). 

Further, rainfall sees significant differences. Spline Interpolation produces a much higher Mean 

(45.57 to 45.92) and Stdv (~152.4), while stineman and moving average keep the mean low 

(around 6.55) with a low Stdv (~13.5), indicating spline interpolation may amplify variance in 

high-variability data like rainfall. Sunshine duration shows that spline interpolation introduces 

more spread, with a Stdv of 3.033 versus stineman and moving average (~2.716 to 2.932). Wind 

speed remains consistent across methods, with minimal changes in mean (2.00 to 2.02) and 

Stdv (0.672 to 0.767), demonstrating that any interpolation method performs well for this 

stable variable. In summary, spline interpolation may elevate variability, especially in datasets 

with high variance data like rainfall. In contrast, stineman and moving average interpolation 

preserve data consistency across missing data levels, particularly for high-variance variables. 

 

6. Evaluation of Performance Metrics 

The evaluation of performance metrics for the three methods compared in this study is 

illustrated in Figure 1. Figure 1 highlights the differences in accuracy between the spline, 

stineman, and moving average interpolation methods as missing data increases from 10% to 

30% using Mean Absolute Error (MAE), Mean Squared Logarithmic Error (MSLE), and Root 
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Mean Squared Error (RMSE). Each metric serves as an error indicator, with lower values 

representing higher accuracy and better performance in handling missing data. 

In terms of MAE, which measures the average magnitude of errors without considering their 

direction, the stineman interpolation consistently shows the lowest error across all 

percentages, starting at 0.219 at 10% deletion and reaching 0.6691 at 30%. Spline interpolation 

has slightly higher MAE values (from 0.2671 to 0.8507) but still performs considerably better 

than the moving average method, which exhibits the highest MAE, rising sharply from 0.4618 

at 10% to 0.8897 at 30%. This pattern indicates that stineman Interpolation is the most 

effective at minimizing absolute error and maintaining accuracy even as missing data increases, 

as shown in Figure 1. 

 

 
Figure 1. Performance Evaluation Metric by Interpopaltion Method and Percentage 

 

MSLE provides additional insight by penalizing larger differences in logarithmic scale, 

which is useful for detecting proportional errors. Stineman interpolation again outperforms the 

other methods with the lowest MSLE values (0.0349 to 0.1094), indicating that it better 

maintains proportional accuracy as missing data increases. Spline Interpolation has higher 

MSLE values, ranging from 0.0435 at 10% to 0.1374 at 30% while moving average records the 

highest MSLE across all levels (0.0682 to 0.1415). It suggests that stineman interpolation is 

particularly effective at preserving relationships in data with exponential or multiplicative 

characteristics. This advantage becomes more pronounced as the amount of missing data 

increases. The RMSE metric, which emphasizes larger errors by squaring them, follows a 

similar trend. Stineman interpolation has the lowest RMSE values, rising from 1.2466 at 10% 

deletion to 2.2459 at 30%, showcasing its robustness in minimizing significant errors. Spline 

interpolation follows with RMSE values from 1.4796 to 2.714, while moving average 

interpolation shows the most significant RMSE increase, from 1.7336 at 10% to 2.3094 at 30%. 

These RMSE trends reinforce that stineman interpolation demonstrates superior handling of 
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extreme deviations, which is crucial when reconstructing datasets with substantial missing 

data. 

From a comparative perspective, the results demonstrate a clear hierarchy in interpolation 

performance. Stineman interpolation consistently produces the lowest error across all metrics, 

suggesting it is the most resilient method for missing data among the three tested. Spline 

interpolation performs moderately well but is outperformed by stineman in all cases. Moving 

average interpolation, while simpler and computationally less intensive, shows a pronounced 

decline in accuracy as the percentage of missing data increases, indicating it is less suitable for 

situations with higher data loss. These findings hold important implications for fields requiring 

precise data interpolation amidst missing values. Stineman interpolation’s ability to maintain 

low error values across all metrics suggests that it is well-suited for applications where data 

accuracy is critical and missing values are common. Its superior performance in all metrics 

implies that it can effectively reconstruct datasets with substantial data loss, preserving the 

integrity of both absolute and proportional relationships. Spline interpolation, while not as 

robust as stineman, may still serve as an acceptable alternative when missing data is moderate. 

In contrast, the moving average interpolation should be used cautiously, especially in high data-

loss scenarios, due to its tendency to yield higher errors.  

 

D. CONCLUSION AND SUGGESTIONS 

This study evaluates the effectiveness of three interpolation methods, namely spline 

interpolation, stineman interpolation, and moving average interpolation at different levels of 

missing data (10%, 20%, and 30%), using three performance metrics: Mean Absolute Error 

(MAE), Mean Squared Logarithmic Error (MSLE), and Root Mean Square Error (RMSE). The 

findings show that spline interpolation performs reasonably well in terms of MAE and MSLE 

but exhibits higher RMSE values, suggesting that it may not be reliable in contexts sensitive to 

large deviations. Furthermore, Moving average interpolation, although computationally 

simpler, showed the highest overall error rate, indicating that this method is less suitable for 

high-precision tasks, especially in cases of significant data loss. Finally, stineman interpolation 

consistently outperformed the other methods, showing the lowest error values across all 

metrics at the missing data level. This robustness and precision make it well-suited for 

applications that demand high accuracy in data recovery, even as data sparsity increases. These 

results offer a practical framework for selecting interpolation techniques based on data 

characteristics and accuracy requirements, providing valuable guidance for researchers and 

practitioners seeking reliable solutions to missing data challenges. Future studies should assess 

these methods using advanced metrics like Relative Absolute Error (RAE),  Residual Standard 

Error (RSE) or Squared Log Error (SLE) for greater accuracy insights, test their robustness 

under higher data loss (e.g., 40% or 50%), and explore their applicability to diverse data types 

such as time-series, spatial, or categorical datasets. 
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