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 Rainfall is amount of water that falls to the earth's surface in the form of rain during 
a certain period of time, usually measured in millimeters. Rainfall data in Indonesia 
usually includes temporal and spatial dimensions, so the appropriate method for 
its analysis is spatial panel regression analysis. This study aims to identify factors 
that influence the amount of rainfall in Indonesia. This type of research is 
quantitative using secondary data from the central statistics agency website. The 
predictor variables used include air temperature, sunshine radiation, humidity, 
wind speed, and air pressure, while the response variable is amount of rainfall in 
34 provinces in Indonesia. Spatial panel regression analysis is carried out using 
maximum likelihood estimation, which is used to estimate the regression 
coefficient and intercept that maximizes the likelihood of the existing data. Based 
on the lagrange multiplier test, spatial autocorrelation was found in the lag, so the 
appropriate model is SAR-FE. This model can overcome spatial autocorrelation by 
taking into account spatial interactions between locations, as well as controlling 
unobserved heterogeneity through fixed effects. The results show that sunshine 
radiation, humidity, and wind speed have significant effect on the amount of rainfall 
in Indonesia. The AIC value of SAR-FE model (−4.352594 × 10−13) is smaller than 
SEM-FE model (−1.642001 × 10−12), indicating that SAR-FE model is better at 
explaining the data. 
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A. INTRODUCTION  

Rain is a natural phenomenon that shows the fall of water droplets from the atmosphere to 

the earth's surface (Ajr & Dwirani, 2019). Rainfall is one of the rain parameters that can be 

measured in millimeters. Rainfall is important in supporting various sectors, including 

agriculture and water availability. Rainfall in Indonesia often experiences unpredictable 

changes in patterns. Uncertainty in rainfall patterns results in an imbalance in water supply, 

which affects food production and increases vulnerability to natural disasters. To anticipate 

these natural disasters, a deep understanding of the factors that influence rainfall is needed. 

One method to determine the influencing factors is to use linear regression analysis. This 

analysis allows to identify the relationship between variables that influence rainfall statistically. 

Linear regression analysis is one of the statistical methods commonly used in research, 

especially research involving observation. This analysis can provide valuable information if 

carried out with high accuracy (Roustaei, 2024). Regression analysis is usually used on data 

containing cross-sectional or temporal dimensions. The results of observations when applied 

not only contain various individuals/units at one time, but also a period of time (time series). 

Data that combines both dimensions is called panel data. If regression analysis is applied to 
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panel data, it will cause bias in the estimation results. To overcome this problem, panel 

regression analysis can be used. 

Panel regression analysis is a regression analysis used to determine the effect of one or 

more predictor variables on the response variable. This analysis has a data structure consisting 

of several periods. The advantage of panel regression analysis is that it can be used to identify 

and calculate influences that cannot be found in cross-sectional models. This analysis also takes 

into account the time dimension of the data. In addition, this analysis can overcome individual 

heterogeneity and produce more efficient and accurate estimates (Stefko et al., 2021). With 

panel regression analysis, variations between individuals and time can be analyzed 

simultaneously. This allows for a better understanding of the dynamics of the relationship 

between variables. 

Panel regression analysis can be applied to various areas of life. A study applied panel 

regression to the case of entrepreneurship, financial sector development, and openness. The 

study used data from 15 upper-middle-income and high-income countries in 2001–2015. The 

results of this study indicate that trade openness, banking sector and capital market 

development, and FDI inflows have a significant impact on entrepreneurship (Bayar et al., 

2018). In addition, panel regression can be applied to cases of child labor and rainfall deviations. 

The results show that above-average rainfall is closely related to children working in 

agriculture and those doing household chores (Trinh et al., 2020). However, the weakness of 

panel regression analysis is the difficulty in meeting the non-autocorrelation assumption. 

In addition to having time and individual dimensions, data also has a location dimension. 

Data related to location is called spatial data. Regression analysis used when data contains 

location elements is called spatial regression analysis. The spatial regression model is a 

development of the simple regression model where this model is based on the influence of 

location on the data being analyzed (Tarigan, 2021). Tobler's first law states that everything is 

always related to something else, but something that is close will be more related than 

something that is far away (Yin et al., 2018). The advantages of using spatial regression analysis 

are that it can overcome the problem of spatial autocorrelation, consider the location 

dimension of the data, and can increase prediction accuracy. Tarigan's (2021) research on the 

spatial regression model on the development index of North Sumatra Province in 2020 shows 

that the spatial regression model is the right method to apply to this case because it takes 

location into account. The results of this study indicate that the chosen model is spatial 

sutoregressive with several assumptions that must be met, namely: the assumption of 

normality, multicollinearity, and heteroscedasticity. The weakness of this spatial regression 

analysis is in fulfilling the assumptions.  

If the observation data contains location, time series, and cross-section information, then it 

can be analyzed using spatial panel regression analysis. Spatial panel regression analysis is able 

to accommodate spatial dependencies and provide more robust and efficient parameter 

estimates. This regression analysis uses Maximum Likelihood Estimation (MLE). MLE 

estimation is a parameter estimation method to estimate unknown population parameters by 

maximizing the likelihood of a probabilistic model. The advantage of this estimation is that the 

parameters will be efficient, consistent, and close to a normal distribution if in a large sample 

so that it can meet the assumption of normality. This spatial panel regression analysis can be 
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applied to various fields. For example: in the economic field, modeling the crime rate in East 

Java with a spatial panel model results in a spatial dependency effect on the model and the 

model chosen is the spatial lag fixed effect with an 𝑅2 of 71.54% (Yanti et al., 2023). 

This study aims to determine the factors that influence the amount of rainfall in Indonesia 

through spatial panel regression analysis. By considering the significant variability of rainfall, 

which is influenced by meteorological phenomena such as El Nino and La Nina, this study 

identifies the factors that influence rainfall patterns in various regions. The results of this study 

are expected to provide a deeper understanding of the spatial and temporal dynamics of rainfall 

in Indonesia. This study also aims to help understand the impact of changes in rainfall patterns 

on important sectors such as agriculture, water resources management, and disaster mitigation. 

The main contribution of this study is to provide more accurate and data-based information 

that can be used to design more appropriate policies in dealing with floods and droughts. With 

a comprehensive analysis, government policies in disaster mitigation are expected to be more 

focused and effective. Therefore, this study has the potential to be an important reference in 

planning natural resource management in Indonesia. 

 

B. METHODS 

This study uses rainfall data in 34 provinces in Indonesia in 2019-2023 sourced from the 

website of the Central Statistics Agency. This study is explanatory because it uses statistical 

analysis to test hypotheses and explain the causes and effects of rainfall. 

1. Chow Test 

Chow test can be utilized to consider whether or not there is a diversity intercepts in the 

midst of cross-section units in the model (Yanti et al., 2023). The hypothesis used is: 

𝐻0 ∶  𝛼1 = 𝛼2 = ⋯ = 𝛼𝑛 = 0  

𝐻1 ∶ at least there is one 𝛼𝑖 ≠ 0 where 𝑖 = 1,2, … , 𝑛 

Test statistics: 

𝐹0 =
(𝑅𝑅𝑆𝑆−𝑈𝑅𝑆𝑆)/(𝑁−1)

(𝑈𝑅𝑆𝑆)/(𝑁𝑇−𝑁−𝐾)
                                       (1) 

Information: 

RRSS  : restricted residual sums of square from CEM  

URSS : unrestricted residual sums of square from FEM 

N  : number of individuals 

T  : number of time periods 

K  : number of parameters in FEM 

 

The decision criteria in drawing conclusions are 𝐻0 is rejected if the p-value < 𝛼, so the model 

used is FEM and continued to Hausman test.  

 

2. Hausman Test 

Hausman test can be utilized to determine whether the error is correlated with the 

dependent variable (Yanti et al., 2023). Hausman test is also based on diversity in variety of two 

estimators (Lakshmanasamy, 2015). The hypothesis used is: 

𝐻0 ∶  𝐸(𝑤𝑖𝑡|𝑋𝑖𝑡) = 0  

𝐻1 ∶ 𝐸(𝑤𝑖𝑡|𝑋𝑖𝑡) ≠ 0  
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Test statistics: 

𝜒ℎ𝑖𝑡
2 = �̂�′[𝑉𝑎𝑟(�̂�)]−1�̂�                                       (2) 

 

with �̂� = �̂�𝒓𝒂𝒏𝒅𝒐𝒎 − �̂�𝒇𝒊𝒙𝒆𝒅. �̂�𝒓𝒂𝒏𝒅𝒐𝒎  

Information: 

𝑖 :  number of individual units 

𝑡 :  number of time units 

k :  dimension of 𝛽 vector 

�̂�𝒓𝒂𝒏𝒅𝒐𝒎 :  vector of independent variable coefficient of the model random effects 

�̂�𝒇𝒊𝒙𝒆𝒅 :  vector of independent variable coefficient of the model fixed effects 

 

The decision criteria in drawing conclusions are 𝐻0 is accepted if the p-value > 𝛼, then the 

model used is REM. Meanwhile, if 𝐻0  is rejected, then selected model is FEM. After that, do 

spatial modeling. Spatial panel regression analysis has three models, namely: spatial lag panel 

model, spatial error panel model, and spatial durbin panel model (Belotti et al., 2017). 

Previously, the formation of a spatial weighting matrix was carried out.  

 

3. Spatial Weighting Matrix 

Spatial weighting matrix or W that describes correlation of proximity between observation 

areas/locations measuring 𝑛 × 𝑛 . The form of spatial weighting matrix can be formulated 

bellow (Cheung et al., 2020): 

𝑾 = [
0 … 𝑊1𝑛

⋮ ⋱ ⋮
𝑊𝑛1 … 0

] 

4. Moran’s I Test 

Moran's I test aims to find out whether or not there is spatial dependency (Annur, 2019). 

Hypothesis of Moran’s I test: 

𝐻0 ∶ 𝐼 = 0 

𝐻1 ∶ 𝐼 ≠ 0 

Test statistics (Wang & Yang, 2019): 

 

𝑍ℎ𝑖𝑡 =
𝐼−𝐸(𝐼)

√𝑉𝑎𝑟(𝐼)
 ~ 𝑁 (0,1)       (3) 

 

Decision criteria used are when |𝑍(𝐼)| > 𝑍𝛼 2⁄  then reject 𝐻0 . This means that there is 

spatial autocorrelation in the model or in other words, the characteristics of a region are related 

to other regions located nearby. After that, spatial effect test is carried out which is used to 

decide the spatial influence model in the data called the Lagrange Multiplier test (Arif et al., 

2019). After the spatial influence in the data is known, a spatial panel regression model is 

formed.  
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5. Spatial Panel Regression 

Spatial panel regression utilized to examine relationship among response variables and 

predictor variables in context of spatial panel data. Spatial panel data combines time 

dimensions and spatial dimensions, allowing analysis that considers the spatial structure in the 

data. In spatial panel regression analysis, there are several types of models that are commonly 

used to solve various problems (Elhorst, 2014): 

a. Spatial Autoregressive Model (SAR) 

The general form of the SAR model in panel data can be expressed in equation (4) and 

equation (5). 

1) SAR Fixed Effect Model 

     

𝑦𝑖𝑡 = 𝛿 ∑ 𝑤𝑖𝑗𝑦𝑗𝑡 + 𝒙𝒊𝒕𝜷 + 𝜇𝑖 + 𝜀𝑖𝑡
𝑁
𝑗=1                           (4) 

 

2) SAR Random Effect Model 

               

       𝑦𝑖𝑡 = 𝛿 ∑ 𝑤𝑖𝑗𝑦𝑗𝑡 + 𝒙𝒊𝒕𝜷 + 𝜃 + 𝜀𝑖𝑡
𝑁
𝑗=1                               (5) 

 

b. Spatial Error Model (SEM) 

The general form of the SEM model in panel data can be expressed in equation (6) and 

equation (7). 

1) SEM Fixed Effect Model 

𝑦𝑖𝑡 = 𝒙𝒊𝒕𝜷 + 𝜇𝑖 + 𝜙𝑖𝑡                                                     (6) 

 

With 𝜙𝑖𝑡 = 𝜆 ∑ 𝑤𝑖𝑗
𝑁
𝑗=1 𝜙𝑗𝑡 + 𝜀𝑖𝑡                          

2) SEM Random Effect Model 

𝑦𝑖𝑡 = 𝒙𝒊𝒕𝜷 + θ + 𝜙𝑖𝑡                        (7) 

 

With 𝜙𝑖𝑡 = 𝜆 ∑ 𝑤𝑖𝑗
𝑁
𝑗=1 𝜙𝑗𝑡 + 𝜀𝑖𝑡. Where: 

𝑦𝑖𝑡 : response variable at the i-th individual unit and t-th time unit  

𝑦𝑗𝑡  : response variable at location unit j and time unit t 

𝛿  : spatial autoregressive coefficient 

𝑤𝑖𝑗 : elements of the spatial weighting matrix W 

𝜇𝑖  : spatial specific effects of individual unit i 

𝜀𝑖𝑡 : error of individual unit i and time unit t 

𝜃  : random effects parameters in spatial panel regression models 

𝜆 : spatial autocorrelation coefficient 

𝜙𝑖𝑡 : spatial autocorrelation error 

 

Next, best model  is selected by utilize Akaike Information Criterion (AIC). Selected 

model is model that has smallest AIC value. After determining best model, normality 

and homogeneity assumptions are tested.  
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6. Assumptions Test 

Normality assumption is one of important assumptions underlying the model in statistical 

analysis (Khatun, 2021). One of the normality tests is jarque bera test. This test is carried out 

by calculating the skewness and kurtosis values of the model residuals. Hypothesis: 

𝐻0 ∶ 𝜀𝑖~𝑁(0, 𝜎2)  

𝐻1 ∶ 𝜀𝑖 ≁ 𝑁(0, 𝜎2) 

Test statistics (Gujarati, 2004): 

𝐽𝐵 = 𝑛 [
𝑆2

6
+

(𝐾−3)2

24
]               (8) 

Description: 

𝑛  : sample size 

𝑆  : skewness coefficient 

𝐾 : kurtosis coefficient 

 

Decision criteria used in this test is if the test statistic 𝐽𝐵 ≥ 𝑋𝛼,𝑑𝑓
2  or 𝑝 𝑣𝑎𝑙𝑢𝑒 <  𝛼  then 

reject 𝐻0. It means that residuals are normally distributed. After that, homogeneity assumption 

was carried out. Homogeneity assumption aims to decide whether absolute residual values of 

all observations of regression model are equal (Alita et al., 2021). Homogeneity test using 

breusch pagan. Breusch-Pagan tests whether residual variance is related or not to a set of 

explanatory variables (Klein et al., 2016). Hypothesis (Uyanto, 2022):  

𝐻0: 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑝 = 0 

𝐻1: at least there is one 𝛼𝑝 = 0 

Test statistics: 

𝐵𝑃 =
1

2
[𝑓′𝑍(𝑍′𝑍)−1𝑍′𝑓] +

1

𝑇
[
𝑒′𝑊𝑒

𝜎2 ]2 ~𝜒(𝑘+1)
2           (9) 

 

The decision criteria used in this test is if the test statistic 𝐵𝑃 ≥ 𝑋𝛼,𝑑𝑓
2  or 𝑝 𝑣𝑎𝑙𝑢𝑒 <  𝛼 then 

reject 𝐻0. This means that the residual variance is not homogeneous (heterogeneous). Finally, 

an interpretation of the model is carried out. 

 

C. RESULT AND DISCUSSION 

1. Descriptive Analysis 

 

Table 1. Descriptive Statistics of Rainfall in Indonesia 

Year Minimum Maximum Average 
2019 637.60 4072.70 1950.23 
2020 954.30 4731.00 2748.26 
2021 1000.80 5332.30 2932.21 
2022 879.40 4950.50 2866.73 
2023 587.50 5313.70 2135.57 

 

Table 1 shows that the lowest rainfall in Indonesia was obtained by Central Sulawesi in 

2023 at 587.50 mm with an average rainfall in that year of 2135.57 mm. Meanwhile, the highest 

rainfall in Indonesia was 5332.30 mm obtained by West Sumatra in 2021. This figure is above 

the toddler average for rainfall in 2021, which was 2932.21 mm. 
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2. Multicollinearity Examination 

Multicollinearity examination aims to determine whether or not there is a linear 

correlation among two or more independent variables, so that the independent variables 

become mutually dependent. This detection is done by using the Variance Inflation Factor (VIF) 

value. If VIF value ≥10, then there is multicollinearity between independent variables. This 

study produced the following VIF values. 

 

Table 2. Results of Multicollinearity Examination 

Variable VIF 
X1 (Temperature) 4.979697 

X2 (Sunshine Radiation) 2.012380 
X3 (Humadity) 3.384352 

X4 (Wind Speed) 1.959272 
X5 (Air Pressure) 3.282626 

 

Table 2 show that all VIF are less than 10. It means that all predictor variables used in this 

research have met assumption of non-multicollinearity. 

 

3. Panel Regression Analysis 

Panel regression analysis is an analysis utilized to model corellation among predictor 

variables and response variable with presence of temporal and cross section information. Panel 

data regression modeling is divided into three, namely CEM, FEM, and REM. Below is a panel 

regression model that is formed.  

a. Common Effect Model (CEM) 

 

�̂�𝑖𝑡 = 13998.53 + 429.63𝑋1𝑖𝑡
− 6.58𝑋2𝑖𝑡

+ 149.81𝑋3𝑖𝑡
+ 99.64𝑋4𝑖𝑡

− 35.19𝑋5𝑖𝑡
       (10) 

 

b. Fixed Effect Model (FEM) 

 

�̂�𝑖𝑡 = 228.75𝑋1𝑖𝑡
− 21.86𝑋2𝑖𝑡

+ 108.74𝑋3𝑖𝑡
+ 351.24𝑋4𝑖𝑡

− 150.73𝑋5𝑖𝑡
                         (11) 

 

c. Random Effect Model (REM) 

𝑌

̂

𝑖𝑡
= 16539.51 + 289.79𝑋1𝑖𝑡

− 22.07𝑋2𝑖𝑡
+ 120.24𝑋3𝑖𝑡

+ 344.93𝑋4𝑖𝑡
− 31,17𝑋5𝑖𝑡

    (12) 

 

After the panel regression model is formed, chow test aims to decide whether or not there 

is a difference in intercepts between cross-section units in the model. This test also determine 

selected model among CEM or FEM. Therefore, next step is to continue with the chow test. 
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4. Chow Test 

Hypothesis: 

𝐻0 ∶  𝛼1 = 𝛼2 = ⋯ = 𝛼𝑛 = 0  

𝐻1 ∶ at least there is one 𝛼𝑖 ≠ 0 where 𝑖 = 1,2, … , 𝑛                    

Decision Criteria: 

a. Reject 𝐻0 if 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 (0.05) 

b. Accept 𝐻0 if 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼 (0.05) 

 

Results of chow test showed that p-value of this test is < 2.2 × 10−16. Because the p-value 

is smaller than alpha (0.05), then reject 𝐻0 and selected model is FEM and can be continued to 

Hausman test. 

 

5. Hausman Test 

Hypothesis: 

𝐻0 ∶  𝐸(𝑤𝑖𝑡|𝑋𝑖𝑡) = 0  

𝐻1 ∶ 𝐸(𝑤𝑖𝑡|𝑋𝑖𝑡) ≠ 0                     

Decision Criteria: 

Reject 𝐻0 if 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 (0.05) 

Accept 𝐻0 if 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼 (0.05) 

 

Results of hausman test showed that p-value of this test is 1.194 × 10−8. Because p-value 

is smaller than alpha (0.05), then reject 𝐻0 and selected model is FEM. Furthermore, we can 

compile a spatial weighting matrix. 

 

6. Spatial Weighting Matrix 

Spatial regression analysis requires a spatial weighting matrix. This matrix is used to 

describe a relationship of proximity between regions/observation locations. In this research, 

queen contiguity weighting matrix was used, which considers the intersection of sides and 

corners at the observation location. For example: North Sumatra based on the map of the region 

intersects sides and corners with Aceh, West Sumatra, and Riau so that it is given a weight of 1, 

while for other provinces it is worth 0. In 34 provinces, each is given a weight and then the 

matrix is standardized. The following is the form of the standardization matrix of the queen 

contiguity weighting. 

 

𝑾 =

[
 
 
 
 
 
 
 
 
 

0 1 0 0 0 0 0 0 … 0
0.33333 0 0.33333 0.33333 0 0 0 0 … 0

0 0.25 0 0.25 0.25 0 0.25 0 … 0
0 0.25 0.25 0 0.25 0 0 0 … 0
0 0 0.2 0.2 0 0.2 0.2 0 … 0
0 0 0 0 0.25 0 0.25 0.25 … 0
0 0 0.25 0 0.25 0.25 0 0.25 … 0
0 0 0 0 0 0.5 0.5 0 … 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 0 0 0 0 … 0]
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7. Moran’s I Test 

Table 3. Results of Moran's I Test 

Variable P-Value 
Y 4.844 × 10−7 

 

Table 3 showed that the p-value obtained is less than alpha (0.05) on response variable, so 

𝐻0  is rejected. Therefore, in the model it can be said that there is spatial autocorrelation 

between regions. 

 

8. Lagrange Multiplier Test 

After spatial autocorrelation test is implement, it is continued with the Lagrange multiplier 

test. This test is carried out to decide spatial influence model in a data. 

a. Lagrange Multiplier Test in the Lag 

Hypothesis: 

𝐻0 ∶ 𝛿 = 0 

𝐻1 ∶ 𝛿 ≠ 0 

 

Table 4. Results of the Lagrange Multiplier Test in the Lag 

𝑳𝑴𝜹 P-Value 
15.177 9.791 × 10−5 

 

Table 4 showed that results of lagrange multiplier test on the lag produced p-value 

(9.791 × 10−5) less than alpha (0.05), so 𝐻0 is rejected. It means that there is spatial 

dependency of lag in the fixed effect model. 

b. Lagrange Multiplier Test in the Error 

Hypothesis: 

𝐻0 ∶ λ = 0   

𝐻1 ∶ λ ≠ 0  

 

Table 5. Results of the Lagrange Multiplier Test in the Error 

𝑳𝑴𝝀 P-Value 
4.2556 0.03912 

 

Table 5 showed that results of lagrange multiplier test on the error produced p-value 

(0.03912) less than alpha (0.05), so 𝐻0 is rejected. It means that there is spatial dependency of 

error in the fixed effect model. 

 

9. Spatial Panel Regression Model 

After the lagrange multiplier test, it can be continued by forming a spatial panel regression 

model. Because there is spatial dependency of lag and error, selected model is SAR-FE and SEM-

FE. Significance of the parameters in each model with queen contiguity weighting can be shown 

in Table 6. 
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Table 6. Results of Parameter Estimation 

Variable 
SAR-FE SEM-FE 

Coefficient P-Value Coefficient P-Value 
𝑋1 79.9978 0.3731302 72.8260 0.4662788 
𝑋2 -18.6959 0.0001184 -20.1944 0.0005126 
𝑋3 74.2949 3.658 × 10−5 70.0298 0.0002168 
𝑋4 277.8011 3.988 × 10−6 322.3330 3.904 × 10−6 
𝑋5 -57.2987 0.2728471 -55.8290 0.3343207 

𝛿 0.337172 2.644 × 10−8 - - 

�̂� - - 0.304811 5.111 × 10−6 

 

Table 6 showed that if alpha (0.05), then the parameter 𝛿 is significant in the model. The 

results of the parameter estimation above can be used to form a model.  

a. SAR-FE 

 

�̂�𝑖𝑡 = 0.337172 ∑ 𝑤𝑖𝑗�̂�𝑗𝑡 + 79.9978 𝑋1𝑖𝑡
𝑁
𝑗=1 − 18.6959 𝑋2𝑖𝑡

+ 74.2949 𝑋3𝑖𝑡
+

277.8011 𝑋4𝑖𝑡
− 57.2987 𝑋5𝑖𝑡

+ 𝜇𝑖                            (13) 

 

b. SEM-FE 

 

�̂�𝑖𝑡 = 72.8260 𝑋1𝑖𝑡
− 20.1944 𝑋2𝑖𝑡

+ 70.0298 𝑋3𝑖𝑡
+ 322.3330 𝑋4𝑖𝑡

− 55.8290 𝑋5𝑖𝑡
+ 𝜇𝑖  

+ �̂�𝑖𝑡                                (14) 

 

�̂�𝑖𝑡 = 0.304811 ∑ 𝑤𝑖𝑗�̂�𝑗𝑡
𝑁
𝑗=1                     (15) 

 

Table 7. AIC Value in Spatial Panel Regression Model 

Model AIC Value 
SAR-FE −4.352594 × 10−13 
SEM-FE −1.642001 × 10−12 

Table 7 showed that best model is SAR-FE with queen contiguity weighting because it has 

the smallest AIC value. SAR-FE is used to model the amount of rainfall in Indonesia based on 

provinces in 2019-2023. 

 

10.  Assumption Testing 

After the formation of the spatial panel regression model, normality assumption test was 

undertake on the error by lilliefors test on SAR-FE. The results of this test showed that p-value 

(0.3359) > alpha (0.05) was obtained, then 𝐻0 was accepted. Thus, it can be concluded that 

error is normally distributed. Furthermore, homogeneity assumption test was also carried out 

on the error using the Breusch-Pagan test statistic. The result of this test showed that p-value 

(0.5875) > alpha (0.05) was obtained, then 𝐻0 was accepted. Thus, it can be concluded that the 

error has a homogeneous variety. 
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11. Interpretation 

Based on equation (13), it can be seen that the amount of rainfall in the i-th province is 

influenced by the amount of rainfall in the neighboring j-th province. When the amount of 

rainfall in the neighboring j-th province increases by 1 mm, then the amount of rainfall in the 

observed i-th province will increase by 0.337172 mm assuming other factors are considered 

constant. In addition, an example of an equation model can be taken for one of the regions, 

namely North Sumatra. North Sumatra has similar characteristics to Aceh, West Sumatra, and 

Riau.  

 

(�̂�𝑖𝑡)𝑁𝑜𝑟𝑡ℎ 𝑆𝑢𝑚𝑎𝑡𝑟𝑎 = 0.337172(�̂�𝑖𝑡)𝐴𝑐𝑒ℎ + 0.337172 (�̂�𝑖𝑡)𝑊𝑒𝑠𝑡 𝑆𝑢𝑚𝑎𝑡𝑟𝑎 + 0.337172 (�̂�𝑖𝑡)𝑅𝑖𝑎𝑢 +

79.9978𝑋1𝑖𝑡
− 18.6959 𝑋2𝑖𝑡

+ 74.2949 𝑋3𝑖𝑡
+ 277.8011 𝑋4𝑖𝑡

− 57.2987 𝑋5𝑖𝑡
+ 𝜇𝑖               (16) 

 

Interpretation of the model that has been formed shows that the increasing amount of 

rainfall in North Sumatra is influenced by Aceh, West Sumatra, and Riau. If the amount of 

rainfall in the province increases by 1 mm, then the amount of rainfall in North Sumatra which 

has similar characteristics increases by 0.337172 mm. The similarity of these characteristics 

shows that there is a relationship in a region that has close proximity to its neighbors in the 

region. This relationship can be shown through the diversity and similar potential between 

adjacent regions. In addition, if air temperature increases by 1℃ , rainfall will increase by 

79.9978 mm, assuming other variables are constant. If duration of sunshine increases by 1%, 

rainfall will decrease by 18.6959 mm, assuming other variables are constant. If humidity 

increases by 1%, rainfall will increase by 74.2949 mm, assuming other variables are constant. 

If wind speed increases by 1 m/s, rainfall will increase by 277.8011 mm, assuming other 

variables are constant. If air pressure increases by 1 mbar, rainfall will decrease by 57.2987 

mm, assuming other variables are constant. 

 

D. CONCLUSION AND SUGGESTIONS 

Based on this research, it can be concluded that best spatial panel regression model in the 

case of rainfall in Indonesia is Spatial Autoregressive - Fixed Effect (SAR-FE) with a queen 

contiguity weighting matrix. The model can relate spatial dependencies between adjacent 

locations (especially in rainfall data), thus providing more accurate estimates compared to 

conventional regression models. Based on results of estimation and significance parameters in 

the model, there are three out of five variables that have a significant effect on the case of 

rainfall, namely sunshine radiation (𝑋2), humadity (𝑋3), and wind speed (𝑋4). However, this 

model is not completely accurate due to the possibility of unaccounted for non-observed 

variables. Further research is needed to address this issue and test the sensitivity of the model 

to changes in parameters and assumptions. Beside that, further research can use a distance 

weighting matrix or other estimation methods such as Bayesian, so that spatial panel regression 

model is obtained with high level of model goodness.  
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