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 Effective collaboration in mathematics learning is essential for developing 
students' critical thinking and problem-solving skills; however, identifying 
patterns that lead to successful group collaboration remains challenging. This study 
aims explicitly to identify and classify the patterns of student group assignment 
completion in the Logic and Sets course using the Naïve Bayes algorithm. Survey 
data from 65 mathematics education students were analyzed using a quantitative 
approach and machine learning techniques. Attributes such as group size, task 
completion time, participation, contribution strategies, and communication 
effectiveness were collected via structured questionnaires. Data analysis involved 
preprocessing, model training using Naïve Bayes, and validation through accuracy 
and posterior probability analysis. Results indicated that the Naïve Bayes model 
accurately distinguished groups with very good (A) and fairly good (B) 
performance, achieving 84.62% accuracy. Groups achieving an A grade typically 
featured balanced participation and open communication strategies, whereas 
groups graded B exhibited uneven participation and passive members. This 
research significantly contributes by demonstrating how data-driven predictive 
analytics can support instructors in monitoring and enhancing collaborative 
learning processes in mathematics courses. Future research could further refine 
predictive accuracy by incorporating additional factors such as leadership style and 
collaborative technologies, potentially integrating the model into learning 
management systems for real-time evaluation and intervention. 
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A. INTRODUCTION  

Mathematics learning in higher education increasingly emphasizes collaborative and 

teamwork-based approaches, essential for fostering students' critical thinking, problem-

solving skills, and effective interpersonal communication. Group assignments have become 

fundamental strategies in achieving these educational outcomes (Irma et al., 2023), 

significantly enhancing learning experiences and academic performance (Li & Tu, 2024; Liu et 

al., 2023). 

The success and effectiveness of collaborative group tasks are influenced considerably by 

internal factors, including individual student contributions, internal group communication, 

task distribution strategies, and overall group management (Lorente et al., 2024; Subasman, 

2024). Understanding and optimizing these collaborative patterns through systematic 

analytical approaches are essential to maximize educational benefits and improve learning 

quality (Song et al., 2024; Zamiri & Esmaeili, 2024). 
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Previous research related to the analysis of the effectiveness of group work has been 

carried out with various approaches, including research by Qureshi et al. (2023) which analyzes 

internal and external factors in the success of student collaboration using the SEM-PLS method. 

Meanwhile, a study conducted by Melguizo-Garín et al. (2022) Using multiple regression 

techniques to predict the relationship between group work competencies and project-based 

learning satisfaction in students. Recent research Ahmed et al. (2024) has also applied the data 

mining method with the Decision Tree algorithm to classify the pattern of student participation 

in group work. However, the use of probabilistic algorithms such as Naïve Bayes in the context 

of student group assignments in mathematics learning is still rare in the current literature. 

Observations from Universitas Muhammadiyah Metro Mathematics Education Study 

Program indicate persistent challenges in completing group tasks, such as uneven division of 

responsibilities, ineffective communication, and poor time management, potentially 

compromising the quality of outcomes in the Logic and Sets course. This highlights the 

importance of employing predictive analytics to explore and address these issues effectively. 

Naïve Bayes, a probabilistic classification algorithm grounded in Bayes' theorem, is 

advantageous due to its computational efficiency (Nhu et al., 2020), ease of interpretation, and 

ability to handle categorical data effectively (El Barakaz et al., 2021; Tan et al., 2022). Given its 

relevance in recognizing patterns and predicting group performance based on observable 

attributes, Naïve Bayes serves as a suitable methodological choice. 

Naïve Bayes is one of the probabilistic-based classification algorithms that works with the 

principle of Bayes' Theorem (Ekong et al., 2024; Nakhipova et al., 2024; Vu et al., 2022), and has 

been widely used in various fields such as text classification, behavioral prediction, and risk 

detection. According to An et al. (2023) and Bahtiar et al. (2023) the main advantage of this 

algorithm lies in its ability to handle categorical data efficiently, as well as provide fairly 

accurate classification results even with a limited amount of data. In addition, Naïve Bayes is 

very easy to implement and the results are relatively easy to interpret by non-technical users, 

such as educators or Education practitioners (Albreiki et al., 2022; Nurjulaiha et al., 2025; Xu & 

Babaian, 2021).  

In the context of mathematics learning, particularly group assignments, the Naïve Bayes 

algorithm enables probabilistic analysis of various factors influencing successful student 

collaboration (Nakhipova, Kerimbekov, Umarova, ibrahim Bulbul, et al., 2024). By assuming 

independence between features, this algorithm can recognize dominant patterns emerging in 

group work and predict group outcomes based on observed attributes, making it highly 

relevant and suitable for this study (Uddin et al., 2022; Ujwal & Malik, 2023). Moreover, 

integrating machine learning algorithms like Naïve Bayes into educational evaluation 

frameworks provides educators with actionable insights, enabling targeted interventions to 

enhance collaboration dynamics and overall academic outcomes, as well as facilitating early 

identification of groups needing additional support. This research explicitly aims to identify and 

classify patterns of student collaboration in completing group assignments within the Logic and 

Sets course using the Naïve Bayes algorithm, thereby contributing insights to enhance 

collaborative learning practices in higher education. 
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B. METHODS 

This study employs a quantitative approach with exploratory and predictive characteristics, 

aligned with the objective to identify student collaboration patterns and predict group 

assignment success using machine learning algorithms. This approach enables systematic data 

analysis and the application of probabilistic classification models to support data-driven 

decision-making. The population comprises all students in the Mathematics Education Study 

Program at Universitas Muhammadiyah Metro who have completed the Logic and Sets course. 

A sample of 65 students was selected from semesters 2, 4, and 6 to ensure a representative 

cross-section of academic levels, providing a comprehensive variation of collaboration patterns. 

This sample size is deemed adequate based on minimal data requirements for training and 

testing machine learning models within this study’s context. 

Data were collected through survey techniques using questionnaires that were compiled 

to identify various variables related to the group's task completion patterns. The questionnaire 

includes aspects such as the frequency of contributions, forms of communication, division of 

tasks, completion time, and the role of each group member. The questionnaire was distributed 

online using a digital platform, namely google form to facilitate the collection of data from all 

respondents. The survey results data will be analyzed using a machine learning-based Naïve 

Bayes algorithm, which is a probabilistic classification method based on Bayes' Theorem. This 

analysis aims to model and classify the pattern of student group assignment completion into 

several categories based on the attributes obtained from the questionnaire. The analysis 

process includes the data preprocessing stage, the division of training data and test data, the 

training of the Naïve Bayes model, and the evaluation of classification accuracy using metrics 

such as confusion matrix and prediction accuracy. The following attributes used in this study 

are presented in Table 1. 

 

Table 1. Attributes of the Extraction Results from the Research Questionnaire 

No. Attribute Name Data Type Example Values/Categories 
1 Number of Group Members Numerical 2, 3, 4, etc. 

2 Total Task Completion Time 
Numerical 

(Hours) 
3, 5, 8, etc. 

3 
Distribution of Processing 
Time 

Categorical 
- Divided evenly- Dominated by several 
members- Based on task section 

4 
Individual Contributions of 
Each Member 

Numerical 
(%) 

25%, 30%, 45%, etc. 

5 
Attendance of Inactive 
Members 

Categorical 
(binary) 

- Yes- No 

6 
Strategies to Address 
Differences in Contribution 

Categorical 
- Re-discussion- Encouraging/sanctions- No 
special effort 

7 
Group Task Outcome 
Assessment 

Categorical - Excellent (A/A-)- Fairly Good (B+/B) 

8 
The Effectiveness of Group 
Communication 

Numerical 
(ordinal) 

1 (Ineffective), 2 (Less effective), 3 
(Moderately effective), 4 (Highly effective) 

9 
Obstacles During the Work 
Process 

Categorical 
(binary) 

- Yes- No 

10 
Suggestions for 
Improvement 

Categorical 
- A fairer division of tasks- Improved 
communication- Improved time management 
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All analysis using R-Studio software and the stages of analysis using machine learning with 

the Naïve Bayes algorithm in this study are: 

1. Preprocessing Data 

At this stage, the raw data of the survey results that have been collected is processed so 

that it is ready for analysis. This preprocessing process includes: 

a. Data Cleaning 

Delete duplicate data or incomplete data and address inconsistent data (Mirzaei et al., 

2022). 

b. Encoding (Pengkodean Data) 

Convert categorical data into numerical formats, for example: 

1) Encoding labels (Yes=1, No=0, Very Good=4, Good=3, etc.). 

2) One-hot encoding for attributes with unordered categories (e.g. "contribution 

strategy"). 

 

c. Data Normalization  

Align numerical data ranges, such as time attributes or member contributions, using 

min-max normalization (Bisht & Kumar, 2023). 

 

2. Data Splitting 

The data that has been cleaned is divided into two parts, namely: training data is used to 

train the Naïve Bayes model (Afdhaluzzikri et al., 2022; Iedwan et al., 2024). In this study, the 

training data is 80% of the total data. Then test data, to test the performance of the Naïve Bayes 

model that has been trained. The testing data in this study is 20% of the total data. 

 

3. Naïve Bayes Model Training 

Naïve Bayes is a probability-based classification algorithm that uses Bayes' Theorem 

assuming independence between predictor variables (C. Dewi et al., 2023; Resti et al., 2023; 

Sabzevari & Eslamian, 2023). Mathematically, the Naïve Bayes classification is determined by 

the formula (1): 

 

𝑃(𝑌|𝑋) =  
𝑃(𝑋|𝑌)𝑃(𝑌)

𝑃(𝑋)
                                                              (1) 

 

𝑃(𝑌|𝑋) : posterior probability (class-based attribute)𝑌𝑋 

𝑃(𝑋|𝑌) : probability likelihood (probability of an attribute 𝑋 given class 𝑌) 

𝑃(𝑌) : prior probability (class probability in general 𝑌)  

𝑃(𝑋) : Probability of evidence (normalization of input data). 

 

4. Model Testing 

Test data is used to measure classification performance by inputting test data attributes 

into the Naïve Bayes model. Then the model will predict the class  𝑌 for each test data based on 

the highest probability. Compare the prediction results with the actual class. 
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5. Evaluation of the Naïve Bayes Model 

An evaluation is carried out to find out how well the model can classify the data correctly. 

This evaluation uses the following metrics:  

a. Confusion Matrix 

The confusion matrix presents the number of correct classifications (True Positive and 

True Negative) as well as the wrong classifications (False Positive and False Negative) 

(Chicco et al., 2021; W. U. Dewi et al., 2023; Tangirala, 2020). 

b. Prediction Accuracy 

Measure the percentage of correct predictions out of the total predictions. 

 

The research steps are described through the workflow presented in Figure 1. 

 

 
Figure 1. Workflow algoritma Naïve Bayes 

 

C. RESULT AND DISCUSSION 

The data used in this study involved a number of important attributes that reflect aspects 

of student collaboration in completing group assignments in the Logic and Sets course, such as 

the number of group members, time allocation, individual contributions, and communication 

effectiveness. The target class was divided into two categories: groups with excellent grades 

(class A) and groups with fairly good grades (class B). The data distribution showed that 

approximately 38.46% of the groups were classified as class A, while the remaining 61.54% 

were in class B. 

In this study, the target variable (Y) is the assessment of student group assignment results, 

categorized into two classes: Class A (A+ and A-) representing excellent to very good 

Input Data 

Preprocessing Data 
 

Data Testing (20%) 

Data Training (80%) 

Evaluation Model 
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performance, and Class B (B+ and B-) representing fairly good or needing improvement. This 

classification distinguishes between groups with optimal collaboration and those with less 

effective performance. A Naïve Bayes classification model was developed using survey data 

covering collaboration aspects such as group size, time spent, contribution distribution, group 

strategy, and communication effectiveness. The model calculates the probability of each 

observed attribute, individually or in combination, to predict the final grade category of the 

group assignment. The first step in the classification process is to look at the prior probabilities 

of each class, which shows the proportion of groups that obtained A and B scores in the training 

data. The results are presented in Figure 2. 

 

 
Figure 2. Prior Probability of Group Task Value Categories 

 

Based on Figure 2 this probability shows that in the training data, around 38.46% of the 

student group is in the A grade category, while the other 61.54% is in the B category. Once the 

prior distribution of each class is known, the next step in applying the Naïve Bayes algorithm is 

to calculate the conditional probabilities of each predictor attribute to the target class. This 

conditional probability describes how likely an attribute is to appear in each value category (A 

or B). The following conditional probabilities of each attribute are presented in Figure 3. 
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Figure 3. The conditional probability of each attribute 

 

Based on Figure 3 the results of the conditional probability calculation of various attributes 

to the category of group assignment scores found a number of patterns that distinguish student 

groups with the final results of categories A (very good) and B (quite good). First, in terms of 

the number of group members, the group that obtained an A score tended to consist of five 
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people (50%), while the group with a B score consisted of three people (47%). This shows that 

the larger the number of members, the higher the potential for effective collaboration, with the 

group management doing well. In terms of total time to complete tasks, the group with a grade 

of A tends to complete tasks in a relatively optimal time, which is 10 to 12 hours. Meanwhile, 

the group with a B value showed a less stable time pattern, either too short (8 hours) or too 

long (15–20 hours), indicating a possible lack of efficiency or planning. 

In terms of time distribution between members, the group with the dominant A value 

divides the time equally (60%), while group B shows a tendency to divide time-based on task 

parts or even dominated by certain members. This emphasizes the importance of a balanced 

division of responsibilities in collaborative tasks. The participation attributes of group 

members also play an important role; all groups with a grade of A reported no inactive 

members (100%), while the group with a grade of B had 25% of cases of passive members. This 

confirms that the full activity of all members is the key to the success of the collaboration. 

Furthermore, from the strategy of overcoming inequality of contributions, the A value group 

tends to rely on open discussions (60%) to divide tasks fairly. In contrast, group B was more 

likely to only give encouragement or not even make any special efforts. This shows that 

communication and negotiation skills in the group affect the achievement of results. 

Interestingly, in terms of communication effectiveness, the B group rated the 

communication as very effective (score 4), compared to the A group which was the majority at 

a score of 3. This shows that the perception of communication alone is not enough to determine 

success if it is not accompanied by a balanced distribution of work and contribution. Finally, in 

the attributes of obstacles in the work process, the group with a score of B reported no 

problems (69%) compared to group A (55%). This is likely due to differences in the level of 

reflectivity between groups; High-scoring groups may be more critical in assessing their 

internal dynamics and constraints. 

Overall, these patterns suggest that the success of group tasks is not only influenced by a 

single factor, but is the result of a combination of factors such as member activeness, work 

distribution strategies, time-sharing, and problem-solving approaches. The Naïve Bayes model 

can help identify these patterns probabilistic and can be used as a basis for recommendations 

in the formation and coaching of student study groups. This classification process is then tested 

on the test data (test set) to find out the extent to which the model can recognize the patterns 

contained in the data. The evaluation of the model performance was carried out using the 

confusion matrix in Figure 4 and Figure 5. which shows the results of the model's classification 

in distinguishing the actual class and the prediction class. 
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Figure 4. Confusion Matrix Figure 5. Visualization of actual versus 

predicted data 

 

Figure 4 and Figure 5 together show that out of a total of 13 test data, as many as 3 groups 

with an actual value of A were correctly predicted (True Positive), while 8 groups with a value 

of B were also correctly classified (True Negative). However, there were 2 groups with an A 

value that were incorrectly classified as B (False Negative), and no prediction error was found 

for category B (False Positive = 0). The visual pattern in Figure 3 confirms that the model is 

more dominant in making predictions for class B, which is reflected in the high number of B 

predictions and is spread for both actual data A and B. In contrast, predictions for class A only 

appear in actual data A and never appear in actual data B. After the results of the model 

classification through the confusion matrix are known, the next step is to evaluate the model's 

performance more quantitatively using a number of evaluation metrics. These metrics include 

accuracy, recall, specificity, precision, and F1-score values that provide a more comprehensive 

picture of the model's ability to correctly classify data, for both high (A) and medium (B) value 

categories, as shown in Figure 6. 

 

 
Figure 6. Model evaluation 
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Graph in Figure 6 shows the results of the Naïve Bayes model performance evaluation 

based on five main metrics, namely accuracy, F1-score, precision, sensitivity, and specificity. 

The model has an accuracy of 0.85, which signifies that about 85% of the test data is correctly 

classified. Precision and specificity both reached a value of 1.00, indicating that the model was 

very accurate in identifying class B and did not make predictive errors against that class. The 

F1 score of 0.75 reflects a good balance between precision and recall (sensitivity) which is still 

quite good overall. However, the sensitivity of the model is only 0.60, which means that the 

model is less than optimal in recognizing all data from class A. This shows that although the 

model is very accurate in predicting when declaring data as class A, there are still many data A 

that are actually classified as B. To gain a deeper understanding of the model's confidence level 

in each of the predictions produced, an analysis of the posterior probabilities of each 

observation was performed. This posterior probability visualization provides information on 

how confident the model is in classifying each data into a specific value category, as shown in 

Table 7. 

 

 
Figure 7. Posterior Opportunities 

 

The posterior probability visualization of the Naïve Bayes model shows the model's 

confidence level in classifying each observation in the test data into the category of A or B values. 

Most of the observations have a high and clear probability of one of the classes, such as 

observations 1 and 10 which show a probability of more than 0.90 for class A, as well as 

observations 2, 3,  6, and 8 are very confident of getting into class B with a probability above 

0.90. This indicates that the model is quite confident in making predictions on most of the data. 

However, some observations show a more balanced probability distribution between 

classes A and B, such as observations 4, 5, and 7. These cases reflect model uncertainty, which 

means that the characteristics of such observations are not very strong in favor of one of the 

classes dominantly. This information is important in the context of decision-making, as 

observations with a probability close to the threshold could be candidates for further 

evaluation or manual intervention. Thus, posterior analysis not only helps to understand the 
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classification results but also provides insight into the level of confidence and potential 

ambiguity in the model's decisions. 

The results of the study showed that the Naïve Bayes algorithm was able to classify the 

pattern of completion of student group assignments in the Logic and Set courses with 84.62% 

accuracy. Key findings showed that the A-rated group generally consisted of five members 

(50%), divided their time evenly (60%), fully active (100%), and completed tasks in optimal 

time (10–12 hours). Meanwhile, the B-rated group mostly consists of three members (47%), 

with too short or long working hours (8–20 hours), unbalanced work distribution, and some 

passive members (25%). Contribution strategies also differentiate the two: group A uses more 

open discussions (60%), while group B is less likely to have any specific efforts (38%). Although 

group B rated their communication to be very effective (69% on a score of 4), this was not 

always in line with good outcomes, demonstrating the importance of systematic work in 

completing logic-based tasks. 

The connection with the Logic and Associations course is important because this project 

requires structural, argumentative, and collaborative thinking of the core competencies in the 

course. The Naïve Bayes model succeeded in uncovering the probabilistic relationship between 

factors that affect the success of the group while showing the weakness of the model in 

detecting superior groups (sensitivity class A = 0.60). This research is in line with the findings 

(Winantu & Khatimah, 2023), (Choi et al., 2020)and (Lin, 2021) which both highlight the 

importance of interaction and contribution strategies. The implication of this study is the 

availability of predictive models that lecturers can use to monitor group dynamics and provide 

timely interventions. Its contribution lies in the use of data-driven predictive analytics to 

improve the quality of collaborative learning in formal logic-based courses 

 

D. CONCLUSION AND SUGGESTIONS 

This study demonstrates that the successful completion of group assignments in the Logic 

and Sets course is strongly influenced by balanced task distribution, active participation of all 

members, and effective communication strategies within the group. The quality of 

collaboration is a key factor in achieving high group performance outcomes. By utilizing the 

Naïve Bayes algorithm, dominant patterns of group collaboration were identified, providing 

valuable insights for educators to effectively monitor and support group dynamics. The model 

achieved an overall accuracy of 84.62% in classifying group success, though further refinement 

is needed to improve sensitivity in detecting high-performing groups. Future research is 

recommended to incorporate additional variables such as leadership styles and collaborative 

technologies to enrich the analysis and develop more robust predictive models that can be 

integrated into learning management systems to support collaboration and academic 

achievement in real time. 

Future research is recommended to incorporate additional variables that may influence the 

success of group collaboration, such as leadership styles and collaborative technologies. 

Leadership styles can be measured using quantitative instruments like the Leadership Style 

Inventory, which assesses transformational, transactional, and laissez-faire leadership, given 

their significant roles in group motivation and coordination. Meanwhile, the use of 

collaborative technologies such as online project management platforms can be evaluated 
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through surveys measuring frequency of use and communication effectiveness, which are 

believed to enhance coordination and transparency within group work. Including these 

variables is expected to produce a more comprehensive predictive model and provide more 

targeted recommendations for collaborative learning strategies in higher education. 
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