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 In the digital economy era, e-commerce platforms like Shopee receive thousands of 
user reviews daily, which significantly influence customer perceptions and 
purchasing decisions. However, sentiment analysis of such reviews remains 
challenging due to the presence of noise, uncertainty, and dynamic data changes. 
This quantitative research aims to develop a more reliable sentiment classification 
model by integrating a Lexicon-Based labeling approach and Support Vector 
Machine (SVM) classification with a Robust Optimization framework. The labeling 
process uses a sentiment lexicon dictionary that assigns polarity values to words, 
classifying texts into positive, negative, or neutral categories. The classification 
process utilizes SVM to evaluate sentiment prediction based on key performance 
metrics: Accuracy, Precision, Recall, and F1-score. These performance metrics are 
treated as uncertain parameters in the optimization phase. The main contribution 
of this study is the formulation of a robust optimization model for sentiment 
analysis weighting problems, transforming a multi-criteria objective into a single-
objective utility function. By applying polyhedral uncertainty modeling, the robust 
counterpart formulation accounts for worst-case scenarios in model evaluation. 
Numerical experiments using Python in Google Colab show that while the 
deterministic model achieves a higher performance score (0.865), the robust model 
yields a slightly lower score (0.825) but offers better stability under uncertainty. 
These results imply that robust optimization can enhance the reliability of 
sentiment classification systems in real-world e-commerce applications, providing 
more trustworthy insights for businesses in managing consumer feedback. 
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A. INTRODUCTION  

E-commerce (electronic commerce) refers to trading activities conducted online via the 

internet, and it has played a major role in shaping modern consumer behavior. Online 

marketplaces have even contributed to the global spread of language use, including English, by 

facilitating international trade and communication (Wahyuningsih & Ziyana, 2023). Shopee, 

established by PT Shopee Indonesia in 2015, is one of the most widely used e-commerce 

platforms in Indonesia. It offers a seamless and secure shopping experience, connecting 

millions of buyers and sellers while managing logistics and order fulfillment efficiently (Khaw, 

2023; Reza, 2022). The application serves as a digital marketplace for a wide variety of products, 

from fashion to beauty and personal care, aiming to meet daily needs in a practical way 

(Prayitno, 2023; Wulansari et al., 2024). Shopee's popularity is driven not only by its features 

but also by its perceived trustworthiness among Indonesian users (Sitorus & Zufria, 2024; 

Negm, 2024). 
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One unique aspect of Shopee’s ecosystem is the volume of customer reviews it receives daily. 

These reviews are critical in shaping public perception, as positive comments tend to build trust, 

while negative ones may harm a product’s reputation (Ventre & Kolbe, 2020). Given this reality, 

sentiment analysis becomes a valuable tool for interpreting user feedback. However, although 

numerous studies have employed lexicon-based or machine learning techniques to classify 

sentiments, few have considered the effects of uncertainty within performance metrics. Most 

models assume stable data conditions, which may not reflect the real-world volatility present 

in e-commerce platforms. 

This research addresses that gap by proposing a hybrid sentiment analysis framework 

combining lexicon-based labelling and Support Vector Machine (SVM) classification, further 

enhanced through the application of a robust optimization model. The novelty lies in 

integrating performance uncertainty directly into the optimization process to improve model 

reliability. By doing so, the study contributes to the development of sentiment analysis methods 

that are not only accurate but also stable and adaptable in fluctuating data environments, 

particularly in dynamic platforms like Shopee. 

Sentiment analysis is an area of research focused on examining human emotions, 

perspectives, opinions, and evaluations related to a wide range of subjects, including events, 

topics, products, services, individuals, organizations, and their associated characteristics 

(Khaw, 2023). Sentiment analysis is an important area within natural language processing that 

aims to classify text into three main categories: positive, negative, or neutral. As online 

platforms continue to grow, allowing people to freely share their thoughts and views, it has 

become essential for organizations to understand the emotions behind these expressions in 

order to make better-informed decisions (Tan et al., 2023). This study was conducted using the 

Lexicon-Based approach. Essentially, sentiment analysis can be carried out using two main 

approaches: a rule-based method or machine learning techniques (B & B, 2023). 

The lexicon-based method assigns semantic orientation to words by utilizing either 

dictionary-driven techniques or approaches based on language corpora (Qi & Shabrina, 2023).  

Lexicon-based approaches assess the degree of emotion and subjectivity at the word level. The 

classification process focuses on identifying informative words within a text and assigns a 

quantitative score to each word's polarity. This study addresses a multi-class classification task, 

where texts are categorized as positive, negative, or neutral (Raees & Fazilat, 2024). The 

lexicon-based algorithm is capable of producing fairly accurate text classification results, 

especially when combined with complementary techniques like machine learning (Akbari et al., 

2023). 

This study employs a machine learning algorithm, namely Support Vector Machine (SVM). 

Support Vector Machine (SVM) is a commonly applied classical supervised learning algorithm. 

It is built upon the structural risk minimization principle, enabling it to effectively reduce the 

likelihood of overfitting in various scenarios (Tang, 2024). support vector machine (SVM) is a 

supervised machine learning (ML) method capable of learning from data and making decisions 

based on the input (Valkenborg et al., 2023). In this study, Support Vector Machine is used to 

enhance model performance by optimizing values of Accuracy, Precision, Recall, and F1-Score. 

The values of the performance metric parameters are considered to involve uncertainty. 
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Therefore, this optimization problem is addressed using Robust Optimization to effectively 

manage the uncertainty factors. 

Robust optimization is a method commonly applied when dealing with uncertain 

parameters. Unlike probabilistic approaches, it does not rely on predefined probability 

distributions; instead, it captures uncertainty by defining a specific range or set within which 

the parameters may vary (Syahputri & Cipta, 2024). Since these indicators involve uncertainty, 

a Robust Optimization approach is used a method capable of handling uncertainty without 

relying on specific probability distributions. This approach is expected to produce more 

accurate and stable sentiment predictions. Based on the literature review, no previous studies 

have specifically applied Robust Optimization for weighting in online sentiment analysis. 

Therefore, this study proposes the application of a robust optimization model for the case of 

reviews on the Shopee application, referring to the multi-objective model reformulation by 

(Kumar et al., 2020). In the context of sentiment analysis on the Shopee application, this 

approach is expected to improve sentiment classification accuracy by accommodating various 

variations in review data. 

 

B. METHODS 

1. Research Stages 

This study employs several methods to address the problem. The research flowchart, 

presented in Figure 1, outlines the approaches utilized throughout the study. As illustrated in 

the figure, each step represents a stage in the research process. 

 

 
Figure 1. Flowchart of the Research 
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2. Crawling Data 

Data crawling was performed to automatically and systematically collect relevant 

information from the Shopee platform. The data used in this study were obtained through a 

data crawling process targeting user reviews of the Shopee application available on the Google 

Play Store. The dataset consists of the most recent reviews collected in 2025, with a total of 

1,500 data entries selected as the sample for analysis. These reviews were selected as a primary 

data source due to their relevance in reflecting real user experiences and opinions. Data 

crawling was done using Python in Google Colab, as shown in Figure 2. 

 

 
Figure 2. Data crawling processed using Python libraries 

 

3. Procesiing Data 

Data processing is a processing and managing data into information that can be used for 

decision-making. Data is processed using Python in the Google Colab environment. Data pre-

processing is performed with the following stages:" 

a. Data cleaning refers to the process of detecting and correcting erroneous or inconsistent 

entries in a dataset, table, or database. (Borrohou et al., 2023).  

b. Case folding is performed by converting all uppercase letters to lowercase. Only 

alphabetic characters from ‘a’ to ‘z’ are retained, while non-letter characters such as 

punctuation marks (e.g., &, #, :, -, ;) and digits (0–9) are treated as delimiters and 

therefore removed from the document (H, 2023). 

c. Normalization becomes necessary when the feature values vary significantly in their 

ranges (Peshawa & Rezhna, 2014). 

d. Tokenization serves as a fundamental process in natural language processing (NLP), 

acting as a bridge between raw text and computational language models (Schmidt et al., 

2024). 

e. Stopword removal eliminating stopwords allows the focus to shift toward the key terms 

that better reflect the underlying sentiment (Mostafa, 2025). 

f. Stemming is defined as the process which produces variants of a root. In simple words,it 

reduces a base word to its stem word (Siddhartha et al., 2020). 
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4. Lexicon Based 

Lexicon has been the most tested for Indonesian language sentiment analysis, however, 

there aren't many papers that discuss sentiment analysis in the Indonesian language using 

lexicon (Firdaus et al., 2021). Lexicon-based labeling is an approach in sentiment analysis that 

uses a predefined dictionary (lexicon) of words assigned with polarity values (positive, 

negative, or neutral) in order to assess the sentiment expressed in the text, as shown in Table 

1. 

 

Table 1. labeling results in three categories: Positive, Negative, and Neutral 

No Steming Data Score Sentiment 
1 Item Selection and Others -1 Negative 
2 Price Applicator Based on Subscription and Shopping Frequency… 4 Positive 
3 Okayy 0 Neutral 
4 Normality 0 Neutral 
5 good 0 Neutral 

 

5. Suppport Vektor Mechine (SVM) 

Support Vector Machine (SVM) is a supervised learning method introduced in the early 

1990s, widely utilized for both classification and regression problems due to its strong 

performance and reliability, particularly when handling large-scale datasets (Khyathi et al., 

2025). SVM is a popular machine learning technique known for its effectiveness in solving 

classification problems (Guido et al., 2024). This research involved the use of a Support Vector 

Machine by computing values from the Confusion Matrix. Support Vector Machine (SVM) is a 

supervised learning technique used to find the most effective hyperplane that separates data 

into two distinct classes for binary classification tasks (Nabilah et al., 2025). 

Standard SVM operates under the assumption that all training data are provided at once 

for batch processing (Almaspoor et al., 2021). Classification is a fundamental task in machine 

learning that aims to develop a rule or model for assigning data into predefined categories, 

using information derived from a given set of training data. Here is an example of a classification 

matrix in Figure 3. 

 

 
Figure 3. Classification Matrix 
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According to (Vakili et al., 2020), model evaluation can be performed using performance 

metrics, along with an analysis of the performance of the training process. To calculate the 

performance metrics, the formulas presented in Table 2 are used. 

 

Table 2. Performance Matrix 

Metric Definition 
Accuracy 𝑇𝑃 + 𝑇𝑁

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1-score 2 . 𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 . 𝑟𝑒𝑐𝑎𝑙𝑙

(𝑝𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)
 

 

where TP, TN, FP, and FN are defined as follows: 

a. TP (True Positives) 

b. TN (True Negatives) 

c. FP (False Positives) 

d. FN (False Negatives) 

 

The values of TP, TN, FP, and FN are determined for each class (negative, neutral, and 

positive) in order to calculate the Precision, Recall, and F1-Score. 

 

6. Optimization Model for Sentiment Analysis 

Sentiment analysis, as a classification problem, uses performance metrics to evaluate 

model performance. This problem involves several parameters and decision variables 𝑥𝑖  , 

which represent scalar weighting factors for each performance metric. Specifically, 𝑥1  is the 

weight for Accuracy (𝑎2), 𝑥2  is the weight for Precision (𝑎2), 𝑥3  is the weight for Recall (𝑎3), 

and (𝑎4)  is the weight for F1-Score (𝑎4 ). The objective function is formulated in Eq. (1). 

 

max 𝑎1,2,3,4                                                                                  (1)  

 

The multi-objective function in Eq. (1) is transformed into a single objective function using 

the Utility Function Method, resulting in the sentiment analysis optimization model as shown 

in Eq. (2) (Kumar et al., 2020). 

 

𝑚𝑎𝑥 𝑔 (𝑥) = 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3 + 𝑎4𝑥4                                                         (2) 

𝑠. 𝑡. ∑ 𝑥𝑖 = 1

𝑛

𝑖=1

 

𝑥𝑖 ∈ [0,1], 𝑖 = 1, . . . , 𝑁 
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7. Robust Optimization 

Robust optimization is founded on the premise that uncertain data belongs to a convex and 

bounded set known as the uncertainty set. The approach begins by defining the robust 

counterpart, typically assuming that the uncertain data takes the form of boxes, intervals, box-

interval combinations, ellipses, or polyhedral shapes. (Cipta et al., 2022). With robust 

optimization, the resulting robust solutions can help decision-makers avoid losses caused by 

such uncertainty with Polyhedral. Data uncertainty can be caused by measurement errors, 

modeling inaccuracies, or the unavailability of necessary information at the time decisions need 

to be made. According to (Cipta et al., 2022), the general model of uncertain data can be 

formulated as problem (3). 

 

𝑚𝑖𝑛
𝑥

{𝑐𝑇𝑥: 𝐴𝑥 ≤ 𝑏|(𝑐, 𝐴, 𝑏)𝑥 ∈ 𝑢}                 (3) 

 

Where 𝑐, 𝐴, and 𝑏 are uncertain coefficients, and 𝒰 is the uncertainty set. Robust Optimization 

is built upon several fundamental assumptions, which include: 

a. All decision variables 𝑥 ∈ ℝ𝑛 represent “here and now” decisions, meaning that specific 

numerical values must be determined as the solution before showing the data, here is a 

short explanation about how and why it was collected “reveals itself”. 

b. Responsibility for the decisions lies entirely with the decision-maker if, and only if, the 

observed data is contained within the uncertainty set 𝒰. 

c. The constraints in uncertain linear programming are considered rigid, meaning the 

decision-maker does not permit any violations when the data lies within the uncertainty 

set 𝒰. 

 

Under the given assumptions, Robust Optimization converts the original uncertain 

problem into a single, equivalent deterministic problem called the Robust Counterpart (RC). 

The best robust solution corresponds to the optimal solution of the Robust Counterpart, and 

the robust optimal value of the uncertain linear program is equal to the optimal value derived 

from the Robust Counterpart. According to (Cipta et al., 2022), if it is assumed that 𝑐 ∈ ℝ𝑛  if 

certification is confirmed, then the reformulated version of (3) is known as the Robust 

Counterpart problem, presented in (4).     

 

𝑚𝑖𝑛
𝑥

{𝑐𝑇𝑥: 𝑎(𝜁)𝑥 ≤ 𝑏|𝜁 ∈ 𝑍}                              (4) 

 

where  ℤ ∈ ℝ𝐿   shows the primitive uncertainty set. A solution 𝑥 ∈ ℝ𝑛  a solution is said to be 

robust feasible if it complies with the uncertain constraint 𝐶(𝜁) ≤ 𝑞  for all realization 𝜁 ∈ ℤ . 

An uncertainty parameter defined as shown in Eq. (5) 

 

𝑎(𝜁) = 𝑎 = 𝑎̄ + 𝑃𝜁                    (5) 

 

where 𝑎̄ ∈ ℝ𝑛   is the vector of nominal values and 𝑃 ∈ ℝ𝑛×𝐿  is the perturbation matrix. The 

uncertainty set 𝒰 is defined as shown in Eq. (6). 
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𝑢 = {𝑎: 𝑎 = 𝑎̄ + 𝑃𝜁, 𝜁 ∈ 𝑍}                                                                   (6) 

 

when 𝑎̄ + 𝑃𝜁 It can be expressed as an affine function depending on the primitive uncertain 

parameter 𝜁 ∈ 𝑍}, 𝑎 ∈ ℝ𝑛 and 𝑃 ∈ 𝑀𝑛,𝐿{ℝ}. The solution that optimizes the Robust Counterpart 

is regarded as the robust optimal solution, and the corresponding value is known as the robust 

optimal value of the uncertain problem. 
 

C. RESULT AND DISCUSSION 

1. Lexicon-Based Labeling 

Lexicon-based labeling is an approach in sentiment analysis that uses a predefined 

dictionary of words (lexicon), each assigned a polarity value, to assess the sentiment conveyed 

by a particular piece of text. Using the Python programming, the number of data points labelled 

as shown in Figure 4. 

 

 
Figure 4. The count of data instances categorized as positive, negative, or neutral 

 

Next, the dataset is divided into training and testing sets to train the Support SVM model, 

which will be used to evaluate its performance. There are 1,152 samples in the training set and 

288 samples in the test set. The dataset was split using Python programming, with the data 

distribution shown in Figure 5. 
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Figure 5. Data distribution 

 

2. Support Vector Machine (SVM) Classification 

Initially, the data is split into training and testing subsets. To measure the SVM model’s 

effectiveness, a validity check is performed using a classification matrix. The 3x3 classification 

matrix, displaying predicted and true classes, is provided in Table 3. 

 

Table 3. The Classification Matrix generated by the SVM model 

  Estimated Class 
  Negative  Neutral Positive 

True 
Class 

Negative 23 12 2 
Neutral 2 103 10 

Positive 3 10 123 

 

with the classification matrix values already obtained, the next step is to calculate the overall 

performance metrics of the classification method using the formulas outlined in Table 2. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃

𝑁
= 0,865  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
= 0,852  

Recall =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
= 0,807  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 0,825  

 

The percentage values for performance metric are obtained as shown in Table 4. 
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Table 4. Performance Metrics 

Metric Nilai 
Accuracy 0,865 
Precision 0,852 

Recall 0,807 
F-1 Score 0,825 

 

The performance metrics derived from the crawling, preprocessing, and SVM classification 

stages serve as sources of uncertainty when determining the weights in sentiment analysis 

through Robust Optimization. These performance metrics correspond to the parameters 𝑎𝑖 

listed in Table 5.  

 

Table 5. Performance Metrics Data 

 Value 
𝑎1 0,865 
𝑎2 0,852 
𝑎3 0,807 
𝑎4 0,825 

 

3. Optimization Model Formulation for Sentimen Analysis Weighting Problem 

The optimization model formulation in this study is obtained as in Eq. (16)(Kumar et al., 

2020). 

 

𝑚𝑎𝑥 𝑔 (𝑥) = ∑ 𝑎𝑖𝑥𝑖
𝑁
𝑖=1  ,  ∀𝑎𝑖 ∈ 𝒰      (16) 

𝑠. 𝑡. ∑ 𝑥𝑖 = 1

𝑛

𝑖=1

 

𝑥𝑖 ∈ [0,1], 𝑖 = 1, . . . , 𝑁 

 

The Parameters used in this problem are 𝑎𝑖 which are the performance metrics of 

sentiment analysis, where 𝑎𝑖 are the following values. 

𝑎1 ∶ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

𝑎2 ∶ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

𝑎3 ∶ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑎4 ∶ 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 

 

4. Uncertainty Optimization Model Formulation for Weighting Issue in Sentiment 

Analysis 

In the present study, the uncertainty factor is represented by 𝑎𝑖 , which is derived from the 

classification process. The objective function is considered deterministic, allowing the problem 

to be formulated with uncertainty present solely in the constraint functions. To facilitate this, a 

single variable 𝑡 ∈ ℝ is introduced as a replacement for the objective function, resulting in the 

form expressed in Eq. (17). 

 

                                                       max 𝑡                                                                             (17) 
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Next, an additional constraint function is introduced as shown in Eq. (18). 

 

∑ 𝑎𝑖𝑥𝑖𝑖                                                                                (18) 

 

Thus, the formulation is obtained as shown in Eq. (19). 

 

max 𝑡 

𝑠. 𝑡   ∑ 𝑎𝑖𝑥𝑖𝑖 ≥ 𝑡                                                    (19)                                     

∑ 𝑥𝑖𝑖 = 1                                                         

𝑥𝑖 ∈ [0,1] 

 

It can be seen in Eq. (19) that the uncertainty only appears in the constraint functions. The 

uncertainty parameters are defined as in Eq. (20). 

 

     𝑎𝑖(𝜁) = 𝑎𝑖 = 𝑎̅𝑖 + 𝑃𝑖𝜁, ∀𝜁 ∈ 𝑍                                                  (20) 

 

when 𝑎̅𝑖 ∈ ℝ𝑛 is stated as the nominal value and 𝑃 ∈ ℝ𝑛𝑥𝑙 is the perturbation matrix. The set 𝒰  

is defined as in Eq. (21). 

 

𝒰 = {𝑎𝑖 = 𝑎̅𝑖 + 𝑃𝑖𝜁|∀𝜁 ∈ 𝑍}                                                   (21) 

 

Substituting the uncertainty from Eq. (21) into the constraint (19) results in Eq. (22) as follows. 

 

∑ (𝑎̅𝑖 + 𝑃𝑖𝜁)𝑥𝑖𝑖 ,     ∀𝜁 ∈ 𝑍                                                       (22) 

 

∑ 𝑎̅𝑖𝑥𝑖 + 𝑃𝑖𝜁𝑥𝑖𝑖 ,     ∀𝜁 ∈ 𝑍                                                        (23) 

 

Robust Optimization model formulation for the sentiment analysis weighting problem is 

obtained as shown in Eq. (24) 

 

max 𝑡 

𝑠. 𝑡   ∑ 𝑎̅𝑖𝑥𝑖 + 𝑃𝑖𝜁𝑥𝑖

𝑖

≥ 𝑡,     ∀𝜁 ∈ 𝑍 

∑ 𝑥𝑖 = 1𝑖                                                                                          (24) 

𝑥𝑖 ∈ [0,1] 

 

5. Robust Counterpart Formulation for Sentimen Analisis Weighting Problem with 

Polyhedral uncertainty regions 

To obtain the Robust Counterpart formulation of the sentiment analysis weighting problem 

with a polyhedral uncertainty regions, the process involves three key steps: 

Stage 1 

The constraint reformulation in the equation is equivalent to the worst-case formulation 

presented in Eq. (25) 
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∑ 𝑎𝑖𝑥𝑖 ≥ 𝑡

𝑖

≡ ∑(𝑎̅𝑖 + 𝑃𝑖𝜁)𝑥𝑖

𝑖

≥ 𝑡 ≡ ∑ 𝑎̅𝑖𝑥𝑖 + 𝑃𝑖𝜁𝑥𝑖

𝑖

≥ 𝑡 

≡ ∑ 𝑎̅𝑖𝑥𝑖 + max
𝜁:𝑑−𝐷≥0

𝑃𝑖𝑥𝑖𝜁𝑖 ≥ 𝑡                                                    (25) 

 

Stage 2 

The dual form of the maximization problem is formulated and can be expressed as the following 

problem in Eq. (26) 

 

𝑚𝑎𝑥 𝑃𝑖𝑥𝑖𝜁                                                                                        (26) 

𝑠. 𝑡 𝑑 − 𝐷 ≥ 0 

 

Move the variable ddd to the right-hand side and multiply both sides of the constraint by (−1), 

so that the problem in Eq. (26) is expressed as the inequality in Eq. (27) 

 

max
𝜁:𝑑−𝐷≥0

𝑃𝑖𝑥𝑖𝜁                                                                                        (27) 

𝑠. 𝑡 𝐷 ≤ 𝑑 

 

The problem in Eq. (27) has a maximization objective function with less-than-or-equal-to (≤) 

inequality constraints. In relation to the primal-dual construction, the dual form of the 

maximization problem (27) can be expressed as the problem in Eq. (28) 

 

min 𝑑𝑖𝑦𝑖                                                                                                (28) 

𝑠. 𝑡 𝐷𝑖𝑦𝑖 = 𝑃𝑖𝑥𝑖 , 𝑦𝑖 ≥ 0 

 

Thus, the reformulation of the inequality in Eq. (28) is obtained in the form of Eq. (29) 

 

∑ 𝑎̅𝑖𝑥𝑖 + max
𝜁:𝑑−𝐷≥0

𝑃𝑖𝑥𝑖𝜁

𝑖

≥ 𝑡 

∑ 𝑎̅𝑖𝑥𝑖 + min
𝑦𝑖

{𝑑𝑖𝑦𝑖: 𝐷𝑖𝑦𝑖 = 𝑃𝑖𝑥𝑖 , 𝑦𝑖

𝑖

≥ 0 

∑ 𝑎̅𝑖𝑥𝑖 + 𝑑𝑖𝑦𝑖 ≥ 𝑡, 𝐷𝑖𝑦𝑖 = 𝑃𝑖𝑥𝑖 , 𝑦𝑖𝑖 ≥ 0                                                (29) 

 

Stage 3 

Note that problem (29) is satisfied for a feasible solution 𝑦 contained in the feasible set ℱ =

{𝑦: 𝐷𝑖𝑦𝑖 = 𝑃𝑖𝑥𝑖 , 𝑦𝑖 ≥ 0}, so the constraint function is guaranteed to be satisfied for the minimum 

value of 𝑦. The Robust Counterpart model formulation with a polyhedral uncertainty regions 

for the sentiment analysis weighting problem is as shown in Eq. (30) below. 
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max 𝑡 

𝑠. 𝑡 ∑ 𝑎̅𝑖𝑥𝑖 + 𝑑𝑖𝑦𝑖 ≥ 𝑡

𝑖

 

𝐷𝑖𝑦𝑖 = 𝑃𝑖𝑥𝑖 , 𝑦𝑖 ≥ 0                                                              (30) 

∑ 𝑥𝑖 = 1𝑖                                                                        

𝑥𝑖 ∈ [0,1] 

 

Equation (30) is structured as a Linear Programming (LP) problem, LP involves a system 

of linear equations, with each equation containing one dependent variable and multiple 

independent variables (Hek et al., 2025). Which shows that the Robust Counterpart model with 

a polyhedral uncertainty set is computationally manageable and can be solved in polynomial 

time. 

 

6. Computational Experiment 

a. Deterministic Model 

By using Google Colab with Python programming language, the optimal solution of the 

deterministic model for the weighting of sentiment analysis is obtained, as shown in 

Table 6. 

 

Table 6. Computational Experiment for Deterministic Model 

𝒊 𝒂𝒊 𝒙𝒊 𝒂𝒊𝒙𝒊 
1 0,865 1 0,865 
2 0,852 0 0 
3 0,807 0 0 
4 0,825 0 0 

                            𝑔(𝑥)  0,865 

 

The deterministic model assigns the entire weight (x = 1) to the first component with 

the highest performance score (𝑎𝑖 = 0.865), while all other components are ignored (x = 

0). This leads to an optimal solution of g(x) = 0.865, which represents the maximum 

performance under the assumption of no uncertainty. While this solution appears 

optimal in a stable environment, it may be overly sensitive to small perturbations or data 

noise. 

b. Robust Counterpart Model 

After that, the optimal solution is sought from the Robust Counterpart model for the 

weighting problem of sentiment analysis with polyhedral uncertainty, as shown Table 7. 

 

Table 7. Computational Experiment for Robust Model 

𝒊 𝒂𝒊 𝒙𝒊 𝒂𝒊𝒙𝒊 
1 0,865 0,01 0,009 
2 0,852 0,845 0,720 
3 0,807 0,866 0,699 
4 0,825 0,0 0 

𝑔(𝑥)  0,825 
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Unlike the deterministic model, the robust model distributes the weights more evenly 

across multiple components. Although the resulting value of g(x) = 0.825 is slightly 

lower than that of the deterministic model, this solution provides greater resilience to 

uncertainty in the data. By not relying solely on a single input, the model becomes less 

sensitive to errors or fluctuations, making it more suitable for real-world applications 

such as sentiment analysis on dynamic e-commerce platforms like Shopee. 

 

7. Analysis of Numerical Results for Sentiment Analysis Weighting Problems  

This section presents the optimal solutions derived from numerical experiments conducted 

on both the deterministic model and the Robust Optimization Counterpart model incorporating 

polyhedral uncertainty regions in the sentiment analysis weighting problem. The outcomes of 

the numerical experiments can be noticed in Table 8. 

 

Table 8. The Results of the Computational Experiments  

Deterministic Model RC Model with Polyhedral Uncertainty Regions 
0,865 0,825 

 

The comparison of the results in Table 9 shows a difference between the deterministic 

model and the RC model with polyhedral uncertainty regions. The SVM model under the RC 

approach achieved a performance score of 0.825, which is lower than the deterministic model's 

score of 0.865. This difference occurs because the Robust Counterpart model optimizes the 

performance metrics while explicitly considering uncertainty factors, thereby preparing for 

worst-case scenarios that might occur in practice. The lower score of the robust model reflects 

a conservative but more reliable estimate of performance under uncertain conditions, 

prioritizing stability over potentially optimistic results given by the deterministic model. 

Understanding this lower score is crucial because it highlights the trade-off between 

performance and reliability while the deterministic model might give a higher score assuming 

ideal data, the robust model offers a safeguard against variability and unexpected fluctuations 

in the input data or model parameters. To address the lower robust score, key strategies include 

refining data quality to reduce noise, tuning model parameters for optimal performance, and 

integrating adaptive methods to enhance resilience against data variability. 

 

D. CONCLUSION AND SUGGESTIONS 

This study highlights the main contribution of integrating Lexicon-Based sentiment 

labeling with the Support Vector Machine (SVM) classification method, enhanced by a Robust 

Optimization framework, to improve the reliability of sentiment classification on the Shopee 

platform. While the deterministic model achieved a slightly higher objective value (0.865), the 

robust model demonstrated superior stability and trustworthiness under uncertainty, with an 

objective value of 0.825. This finding emphasizes the practical value of incorporating 

uncertainty modeling in e-commerce sentiment analysis to ensure consistent performance. For 

future research, alternative robustness approaches such as ellipsoidal uncertainty sets or 

distributionally robust optimization can be explored. These methods could offer insights into 

the trade-offs between robustness, computational efficiency, and model interpretability, 
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thereby advancing the development of more adaptive and resilient sentiment classification 

systems in dynamic online environments. 
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