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 The high rate of dropout students in Indonesia remains a matter of considerable 
concern, as it erodes the quality of education and hinders the long-term 
development of human capital. The government of Indonesia has endeavored to 
address the issue of high dropout rates among students by implementing a range 
of initiatives. To demonstrate the effectiveness of this program, forecasting is 
necessary to measure and predict its outcomes. The purpose of this study is to 
utilize a time series approach, specifically the Autoregressive Integrated Moving 
Average (ARIMA) model, to predict the number of dropout students in the 
forthcoming years. This study employs a quantitative analysis using secondary data 
obtained from Statistics Indonesia (BPS) for the period 1970-2023. The ARIMA 
method is a statistical technique used to determine the most suitable forecasting 
model from historical data. This method has gained widespread popularity in the 
field of time series analysis due to its ability to manage non-stationary data 
effectively. The result shows that ARIMA (0,2,1) has the smallest AIC and meets the 
significant criteria model, also having the lowest MAPE value of 1.9%, indicating 
excellent forecasting accuracy. The plot of the result indicates a downward trend in 
the number of dropout students over the coming years. This downward trend 
aligns with the timeline of government interventions, suggesting a potential causal 
relationship between the implementation of educational support programs and the 
declining dropout rates. Thus, the prediction supports the effectiveness of these 
initiatives in mitigating dropout student in Indonesia. 
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A. INTRODUCTION  

Education is a critical cornerstone for national development. Education serves an essential 

factor for sustainable economic growth because it provides individuals with the necessary skills 

and knowledge (Kopnina, 2020). However, in many developing countries, high dropout student 

rates pose a serious obstacle. The dropout rate significantly affects by hindering individual and 

societal progress (Mduma et al., 2019). Indonesia, one of developing country, also grappling 

this significant challenge. According to Statistics Indonesia, as of June 2023, 0,67% of primary 

school children are dropping out from the school indicating that 1 in every 1.000 student did 

not continue their education. In fact, primary school is the most crucial part of education that 

guides children toward higher level of learning. On the other hand, critical thinking begins to 

be develop at the primary school age (Florea & Hurjui, 2015). The percentage of dropout 

student in primary school is considerably lower compared with the percentage of dropout 

student in middle school and senior high school. The dropout rate is reached 6,93% and 21,61%.  
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The high number of dropout student is influenced by various factor. According to Yaneri et 

al. (2022), a multitude of factors have been identified as contributing to the phenomenon of 

school dropout, which can be categorized into two distinct categories: internal and external 

factors. Intelligence, motivation, cognitive abilities, and a lack of interest in schooling are all 

internal factors that must be taken into consideration (Singh & Alhamad, 2022). On the other 

hand, external factors encompass economic conditions, school-related issues, and social and 

cultural influences (Nurmalitasari et al., 2023). According to the research, The family’s low 

economic status is the most dominant factor (Syafitri & Hadjam, 2017; Yaneri et al., 2022). 

Insufficient income often leads to a lack of attention to the child’s education, thereby increasing 

the likelihood of school dropout. Mental health issues also take a crucial factor affecting the high 

rate of dropout student. A higher percentage of students with poor mental health dropped out 

of school, particularly at the vocational and higher education levels (Hjorth et al., 2016). In 

addition, socioeconomic such as low parental income are also associated with higher dropout 

rates, indicating that external factor alongside mental health contributes to the risk of dropping 

out. 

 To mitigate dropout rates, the Indonesian government has introduced several education 

programs as the Poor Student Assistance Program or “Bantuan Siswa Miskin”, the Smart 

Indonesia Program or “Program Indonesia Pintar”, and the School Operational Assistance 

Program or “Bantuan Operasional Sekolah”. Several articles report that during the 

implementation of these program, many students in Indonesia had not obtained the programs 

(Marlini, 2016; Cahyaningtyas et al., 2022; Nurrokhmah, 2021). The reports suggest that the 

high number of students who failed to receive the programs was primarily caused by 

insufficient government communication and outreach to parents. As a response, the 

government began to intensify its outreach effort in the following years. To determine whether 

these efforts have been successful, forecasting can be used to predict future dropout student 

rate.  

Forecasting is the process of predicting unreleased outcomes based on model estimates 

from realized data (Hegre et al., 2017). It involves making predictions about future events using 

past and present information, often through trend analysis (Moniz, 2022). Forecasting has been 

identified as a critical component in a multitude of disciplines, including education, politics, 

health, and economics. In education, forecasting is essential for planning student enrollment 

projections affecting institutional income, faculty needs, and budgets (Sinuany-Stern, 2021). 

Geopolitical forecasting aids decision-making for governments, organizations, and individual 

predicting event like elections, conflicts, and disease outbreaks (Juvina et al., 2020). The Centers 

for Disease Control and Prevention (CDC) has employed forecasting challenges to predict 

influenza-like illness trends, thereby demonstrating the application of forecasting in public 

health decision-making (Lutz et al., 2019). Forecasting also evolved in economics field using 

Bayesian methods gaining prominence due to their ability to incorporate uncertainty in models, 

parameters, and latent states (Martin et al., 2023).  

This paper implements forecasting in education fields to predict the number of dropout 

student in Indonesia using Autoregressive Integrated Moving Average (ARIMA) models. It is a 

versatile time series analysis technique used for modeling and forecasting various phenomena. 

It has been applied to predict student enrollment in higher education and scholarship grant 
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availability (Patulin, 2019). ARIMA comprises three components: Autoregressive (AR), 

Integrated (I), and Moving Average (MA), which can be used individually or in combination. The 

flexibility of these components is a key advantage of ARIMA, as it enables the model to 

accommodate a wide range of time series structures. This capacity renders ARIMA a highly 

effective tool for the analysis data (Le, 2024; Shivhare et al., 2021). The process of ARIMA 

modeling involves identifying the order of AR, I, and MA parts, estimating parameters, and 

diagnosing model adequacy. Proper model selection is crucial, as an incorrect order can lead to 

inaccurate forecast and misleading interpretations of trends. ARIMA models are particularly 

effective for short-term forecasting and can handle both stationary and nonstationary data 

through differentiation (Liu et al., 2020). By changing data from nonstationary data into a 

stationary form, ARIMA enhances the reliability of prediction and helps uncover hidden pattern.   

The ARIMA models has been applied to predict college dropouts in Philippines, finding 

ARIMA (1,1,1) model performed best (Gambulao, 2023). The author posits that instructors and 

professors should strongly refer students who have accumulated absences, in accordance with 

the student and teacher handbook. This recommendation is based on findings that indicate a 

failure to report absences for intervention, as revealed by an initial interview with the Office of 

Student Affairs (OSA) director. Din investigated ARIMA’s potential for estimating and 

forecasting  higher education enrollment (Din, 2016). The effectiveness of the ARIMA model for 

forecasting student enrollment is confirmed by the finding of these study. These studies 

demonstrate the potential of ARIMA for dropout prediction, though their effectiveness may 

very depend on the specific context and data available.  

According to previous studies and concerns about the high number of dropout student in 

Indonesia, this study aims to predict the number of students who will drop out in the fourth 

next year in Indonesia. By developing a reliable time series model, this research aims to provide 

accurate predictions that reflect ongoing trends and patterns in dropout behavior. The 

forecasted results are expected to serve as an early warning system for educational authorities 

and policymakers to take timely and targeted action. This study intends to offer insights that 

support the formulation of effective interventions to reduce school dropout rates. This study 

also can be used to assist the Indonesian government to developing strategies to push the rate 

of dropout student in Indonesia. 

 

B. METHODS 

1. Data 

The data used in this article is the primary data of dropout student in Indonesia. It can be 

accessed on BPS-Statistics Indonesia starting from 1970-2023. The data will be processed to 

forecast the number of dropout student in Indonesia. Data analysis, model selection, and 

forecasting process were conducted using Minitab software, which offers comprehensive tools 

for time series analysis. 
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2. Data Stationarity Test 

a. Stationary in variance 

A data stationarity test in variance assess whether the variance of a time series remains 

constant over time. The data is considered non-stationary in variance if the variance 

changes over time. In such cases, a Box-Cox transform can be employed for purpose of 

stabilizing the variance by transforming the data using parameter (𝜆) (Sharafi et al., 

2017). According to Klawoon (2024) when the 𝜆  is close to 1, its influence on the 

estimated of the reference interval is limited and its impact on other aspects of the 

process negligible. It is important to note that in cases where sample sizes are deemed 

to be adequate, the precision of the estimates of the population parameter known as 

lambda remains significant. Therefore, the data will be transformed iteratively until the 

estimated 𝜆 approaches 1, ensuring that the transformation has minimal distortion on 

the reference interval while still improving variance stability.  

b. Stationary in mean 

In time series analysis, testing the mean stationarity constitutes a critical step, it is 

imperative that the data utilized in modelling is consistent and does not fluctuate over 

time. To ensure whether the data has stationary in mean we can use Augmented Dickey-

Fuller (ADF) test. The ADF test can detect a unit root, which is an indication that the data 

is non- stationary (Guo, 2023). Several studies have been caried out to derive the general 

ADF formula such as the study by (Ajewole et al., 2020; Maitra & Politis, 2024; and Kim 

et al., 2024). To identify whether the data is stationary or not, we can make null 

hypotheses (𝐻0) and other hypotheses (𝐻1). The null hypotheses remains that the data 

was non stationary and the other hypotheses remains the data was stationary. The 

criteria of rejection is when the p-value under the significance level (𝛼 = 0,05). 

 

3. Parameter Identification  

After stationarizing the time series data, the next step is to determine the order of AR and 

MA which is the parameter in ARIMA. Autocorrelation function (ACF) and partial 

autocorrelation function (PACF) are employed to identified the order of AR and MA by 

examining the plot (Imam, 2021). Autocorrelation refers to the correlation between current 

values and its past values (Riyadi et al., 2017). The ACF measures the overall strength of the 

relationship between current observations and their lagged values, making it useful for 

identifying the MA (q) component (Ratnesh & Kumar, 2019). Conversely, PACF measures the 

direct correlation between current values and specific lagged observations by eliminating the 

influence of intermediate lags, thus assisting in identifying the AR (p) component (Shumway & 

Stoffer, 2017).  

 

4. Autoregressive Integrated Moving Average (ARIMA) 

ARIMA (Autoregressive Integrated Moving Average) model, also known as the Box-Jenkins 

method, is widely employed in the field of time series analysis. This model is made up of three 

main components such as Autoregressive (AR), Integrated (I), and Moving Average (MA) are 

denoted by (𝑝, 𝑑, 𝑞)  where 𝑝  represents the autoregressive, 𝑑  represent integrated or the 

number of differencing steps, and 𝑞 represents moving average (Utami et al., 2024). Parameters 
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value of 𝑝  and 𝑞  can be determined using ACF and PACF (Grigonytė & Butkevičiūtė, 2016). 

ARIMA model is a generalization of ARMA model, both formulation have been presented in the 

past research such as (Box et al., 2016); (Gao et al., 2021);(Jain & Mallick, n.d.);(Murat et al., 

2018). The time-dependent nature of a stationary time series denoted by 𝑋𝑡 can be modelled 

using an autoregressive (AR) component of order 𝑝. The autoregressive model of order 𝑝 is 

expressed by the following equation: 

 

𝑋𝑡 = 𝑘 + ∑ 𝜗𝑖𝑥𝑡−𝑖 + 𝜉𝑡

𝑝

𝑖=1

 (1) 

 

where 𝑘 is the constant, 𝜗 is AR model, 𝑥𝑡 is the observed value obtained at time 𝑡, and the value 

of 𝜉𝑡 is considered to be an error of a random value. In addition to AR terms, moving average 

terms of order 𝑞 are used, which incorporate the effects or previous error terms. The moving 

average model of order 𝑞 is given by the equation: 

 

𝑋𝑡 = 𝜉𝑡 + ∑ 𝛾𝑗𝜉𝑡−𝑖

𝑞

𝑗=1

 (2) 

 

where 𝛾𝑗  is the MA model and 𝜉𝑡  is the error terms. The ARIMA model can be obtained by 

combining autoregressive and moving average model. The general formula of the ARIMA 

(𝑝, 𝑑, 𝑞) is expressed as  

 

𝑌𝑡 = 𝑘 + ∑ 𝜗𝑖𝑦𝑡−𝑖 + ∑ 𝛾𝑗𝜉𝑡−𝑖

𝑞

𝑗=1

𝑝

𝑖=1

 (3) 

 

where 𝑌𝑡 is the time series data that has been stationary, 𝑘 is the constant, 𝑦𝑡 is the observed 

value obtained at time 𝑡 , 𝜗𝑖  is the autoregression expression, 𝛾𝑗  is the moving average 

expression, and 𝜉𝑡 representing white noise errors. 

 

5. Model Validation  

a. White Noise Test 

The white noise test is conducted to ensure that a time series process, particularly the 

residuals of a model, behaves randomly and exhibits no discernible pattern (Hassani et 

al., 2025). The process of white noise is characterized by a constant mean 𝐸(𝑎𝑡) = 𝜇𝑎, 

which is typically assumed to be zero, constant in variance 𝑣𝑎𝑟(𝑎𝑡) = 𝜎𝑎
2 , and zero 

covariance for all non-zero lags 𝛾𝑘 = 𝑐𝑜𝑣(𝑎𝑡, 𝑎𝑡+𝑘) = 0 (Fahrin et al., 2019). The white 

noise test typically includes assessments of residual independence and residual 

normality test. To determine whether residuals from a model behave like white noise, 

analysts employ the white noise hypothesis test such as Ljung-Box test using the formula 

below 
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𝑄 = 𝜃(𝜃 + 2) ∑
�̂�𝑖

2

𝜃 − 𝑗

𝑗

𝑖=1

 (4) 

 

𝜃  denotes the quantity of observations used, 𝑗  is the quantity of lags that are being 

subjected to testing, and �̂�𝑖 denotes the sample autocorrelation at lag 𝑖 (Luo, 2024). The 

hypothesis (𝐻0), which posits the absence of autocorrelation up to lag 𝑗. This hypothesis 

is considered to be rejected at the significance level 𝛼 = 0,05 if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is less than 

or equal to that level. 

b. Akaike Information Criterion 

AIC is tools for model selection in statistical modelling, including time series analysis 

(Cavanaugh & Neath, 2019). Introduces by Hirotugu Akaike in 1973, AIC provides a 

framework that integrates parameter estimation with the evaluation of a model’s 

structure and complexity, allowing researches to balance model fit and parsimony 

effectively. This methods calculate a score based on how well the model fits the data 

using log-likelihood (Chakrabarti & Ghosh, 2011). 

 

𝐴𝐼𝐶 = −2 log 𝐿(𝜃) + 2𝑘 (5) 

 

𝑘 is the parameter number and 𝜃 is the maximum value of the likelihood function for the 

model (Shoko & Njuho, 2023). A lower AIC values are indicative of models that offer 

superior trade-offs between precision and complexity. It is particularly useful when 

comparing multiple candidate models fitted to the same dataset. 

 

6. Accuracy Evaluation 

a. Mean Absolute Percentage Error (MAPE)  

MAPE is a widely used metric in time series analysis for evaluating the accuracy of 

forecasts. The objective of the present study is to ascertain the mean percentage 

discrepancy between predicted and acual values (Rahardja, 2024). Generally, lower 

MAPE values indicate that the forecasting model is more accurate, as it implies a smaller 

average prediction error relative to the actual values. According to Amini  (2016), the 

relationship between the actual and forcasted values can be quantified using the 

following formula: 

 

𝑀𝐴𝑃𝐸 =
1

𝑗
∑

|𝑥𝑡 − 𝑥𝑡|

𝑥𝑡

𝑗

𝑖=1

× 100% (6) 

 

𝑛 denotes the total number of observation, 𝑥𝑡 is the value of actual data that observed at time 𝑡, 

and 𝑥𝑡  denotes the predicted or forecasted value. According to Chang et al. (2007), the MAPE 

accuracy criterion can be seen in Table 1. 
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Table 1. MAPE Accuracy Criterion 

MAPE Signification 
< 10% Excellent Forecasting 

10% − 20% Good Forecasting 
20% − 50% Reasonable Forecasting 

> 50% Bad Forecasting 

 

C. RESULT AND DISCUSSION 

The time series plot of the number dropout student can be seen in figure 1. 

 

 
Figure 1. Time Series Plot of The Data 

 

The plot presented that the data shows a downward trend over time which may indicate 

the positive impact of intervention policies in reducing school dropout rates.  

1. Data Stationary Test 

Stationarity test is conducted on both variance and mean. The Box-Cox plot was used to 

analyze whether the data has been stationary in variance. The initial trial revealed that the data 

exhibited non-stationary characteristics, as evidenced by the observed lambda value of 0,5. 

Therefore, the data transformation was required until the lambda approached 1. After first 

transformation the data was equal to 1, so the data can be said to be stationary in variance. The 

Box-Cox plot is displayed in Figure 2 and Figure 3.  

 

  
Figure 2. Box-Cox Plot When The 𝝀 = 𝟎, 𝟓 Figure 3. Box-Cox Plot When The 𝝀 = 𝟏 
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The stationarity in terms of mean will be tested using ADF test. The ADF test applied to the 

original time series produced 𝑝-value above the significance threshold (𝛼 = 0.05), indicating 

that the null hypotesis of a unit root could not be rejected, and thus the data was non-stationary 

in mean. To address this, first differencing was applied. However, the result of 𝑝 -value 

remained high (0.986), suggesting that first differencing was insufficent to achieve mean 

stationarity. Therefore, a second differencing was performed, which resulted 𝑝-value 0.000. 

This allowed to reject the null hypothesis and conlude that the data became stationary in mean. 

The detailed results of ADF tests are presented in Table 2.  

 

Table 2. ADF Test Result 

 𝒑-value Decision 
first differencing 0,986 Fail to reject 𝐻0 

second differencing 0,000 Reject 𝐻0 

 

2. Model Identification  

After the data has been made stationary, it can be used for model identification. The 

employment of ACF and PACF plots is instrumental in ascertaining the optimal sequence of 

autoregressive and moving average constituents within a time series model. The AR (𝑝) 

parameter value was determined from the PACF plot and the MA (𝑞) parameter value was 

determined from ACF plot lag that remains parameter value. The result of ACF and PACF can be 

seen in Figure 4.  

 

 
Figure 4. ACF and PACF Plot 

 

Based on the ACF and PACF plots of the second differences, the ACF chart shows a 

significant spike at lag 1 followed by autocorrelation values that fall within the 5% significance 

bounds for subsequent lags. This indicates that the autocorrelation cuts off after lag 1, which is 

characteristic of a moving average process of order 1. Meanwhile, the PACF plot reveals a 

significant negative spike at lag 2 and a weaker spike at lag 3, while other lags remain within 

the significance bounds. This behavior suggests a possible autoregressive component at lag 2. 

It can be concluded that the potential ARIMA model is ARIMA(1,2,0), ARIMA(2,2,0), 

ARIMA(3,2,0), ARIMA(0,2,1), ARIMA(0,2,1), ARIMA(1,2,1), ARIMA(2,2,1), and ARIMA(3,2,1).  
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3. Significance and Residual White Noise Test 

Significance test is used in the process of forecasting using ARIMA model to confirm the 

acceptability of certain parameters in model. The criteria 𝐻0 that remains the model is non-

significant will be rejected if  𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0,05. The result of significance can be seen in the 

Table 3.  

 

Table 3. Significance Test 

ARIMA Parameter P-value Decision 
(1,2,0) 𝑝 = 1  0,000 Reject 𝐻0 
(2,2,0) 𝑝 = 1  0,000 Reject 𝐻0 

𝑝 = 2  0,001 Reject 𝐻0 
 (3,2,0) 𝑝 = 1 0,000 Reject 𝐻0 

𝑝 = 2  0,000 Reject 𝐻0 
𝑝 = 3 0,024 Reject 𝐻0 

(0,2,1) 𝑞 = 1  0,000 Reject 𝐻0 
(1,2,1) 𝑝 = 1 0,620 Fail to reject 𝐻0 

𝑞 = 1  0,000 Reject 𝐻0 
(2,2,1) 𝑝 = 1 0,000 Reject 𝐻0 

𝑝 = 2 0,000 Reject 𝐻0 
𝑞 = 1 0,000 Reject 𝐻0 

(3,2,1) 𝑝 = 1 0,000 Reject 𝐻0 
𝑝 = 2 0,000 Reject 𝐻0 
𝑝 = 3 0,005 Reject 𝐻0 
𝑞 = 1 0,000 Reject 𝐻0 

 

As presented in Table 3 the ARIMA (1,2,1) model is not meet the significance test 

requirements and therefore cannot be used in the subsequent test. In contrast, all parameters 

of ARIMA (1,2,0), ARIMA (2,2,0), ARIMA (3,2,0), ARIMA (0,2,1), ARIMA (2,2,1), and ARIMA 

(3,2,1) models meet significance test criteria, making them suitable for the next step. The 

residual test of white noise is shows. The residuals of the model were tested for white noise 

using the Ljung-Box test to assess autocorrelation at various lag. The result of white noise test 

is shows in Table 4.  

 

Table 4. White Noise Test 

ARIMA Lag Chi square DF P-Value 
(1,2,0) 12 24,47 10 0,006 

24 43,35 22 0,004 
36 48,27 34 0,053 

(2,2,0) 12 6,08 8 0,638 
24 17,43 20 0,625 
36 26,10 32 0,759 

(3,2,0) 12 10,15 10 0,428 
24 24,50 22 0,321 
36 31,43 34 0,594 

(0,2,1) 12 10,15 10 0,428 
24 24,50 22 0,321 
36 31,43 34 0,594 

(2,2,1) 12 21,38 8 0,006 
24 41,70 20 0,003 
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ARIMA Lag Chi square DF P-Value 
36 44,56 32 0,069 

(3,2,1) 12 9,01 7 0,252 
24 21,95 19 0,287 
36 27,29 31 0,658 

 

The residuals of several ARIMA models were evaluated using the Ljung-Box test at lag 12,24, 

and 36. Models such as ARIMA(2,2,0), ARIMA(3,2,0), ARIMA(0,2,1), and ARIMA(3,2,1) 

produced 𝑝-values greater than 0.05 across all lags, indicating that their residuals do not exhibit 

significant autocorrelation. Therefore, these models are considered adequate in capturing the 

data’s structure and the residuals behave like white noise. In contrast, the ARIMA(1,2,0) and 

ARIMA(2,2,1) models show significant autocorrelation at several lags, as reflected by 𝑝-values 

below 0.05 thus may not be suitable for forecasting. From acceptable models, the best one will 

be selected based on the lowest AIC value, which is summarized in the following Table 5.  

 

Table 5. AIC Values 

Models AIC 
ARIMA (2,2,0) 618,299 
ARIMA (3,2,0) 615,311 
ARIMA (0,2,1) 612,313 
ARIMA (3,2,1) 622,232 

 

4. Forecasting   

Based on Table 6, the smallest AIC values are found in the ARIMA (0,2,1) model, indicating 

that this model will be used for forecasting with ARIMA. So, we will forecast the number of out 

of children using ARIMA (0,2,1). Prior to the presentation of the forecast, it is imperative to 

undertake a thorough examination of the model’s MAPE. This procedure is instrumental in 

quantifying the precision of the data. The result of the MAPE given in Table 6. 

 

Table 6. The Result of the MAPE ARIMA (0,2,1) 

Time 
Period 

Forecast 
SE 

Forecast 
Lower Upper Actual MAPE 

49 2132,59 176,595 1786,39 2478,78 2.164 1,4515% 
50 2067,17 255,876 1565,56 2568,79 1.970 4,9325% 
51 2001,76 320,949 1372,58 2630,95 1.980 1,0990% 
52 1936,35 379,392 1192,59 2680,11 1.914 1,1677% 
53 1870,94 434,064 1020 2721,87 1.890 1,0085% 

Total Mape 1,9318% 

 

By using the ARIMA (0,2,1), the MAPE value of 1.931%, this shows the forecast results are 

very accurate. Then forecasting can be continued for the desired period. In this article, the 

researcher will forecast the number of school dropouts for 2024 - 2027. The results of the 

forecast can be seen in the following Table 7. 
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Table 7. Dropout Student Forecasting Result 

Year Forecasting value 
2024 1740,11 
2025 1674,70 
2026 1609,28 
2027 1543,87 

 

The forecasting of the next four years indicates that the number of dropout student in 

Indonesia has the downward trend. This trend suggests that dropout rates are likely to continue 

decreasing if current conditions persist. This findings aligns with the conclusions of numerous 

studies that have demonstrated the efficacy of government programs in reducing the number 

of dropout student in Indonesia (Cahyaningtyas et al., 2022; Nurrokhmah, 2021). 

 

D. CONCLUSION AND SUGGESTIONS 

Through the model identification, estimation, and validation, ARIMA(0,2,1) was selected as 

the most appropriate model for forecasting the number of dropout student in Indonesia. This 

selection was based on its lowest AIC value and MAPE of 1.931% or 1.9% indicating excellent 

forecasting ability. The forecast reveals a downward trend in dropout numbers from 2024 tp 

2027. These finding provide a quantitative basis for policy planning and evaluation. The 

projected decline suppports the effectiveness of current government interventions and can 

guide the continuation or refinement of programs such as educational subsidies, outreach 

initiatives, and infrastructure improvements. Rather than assumptions, these forecasts serve 

as data driven evidence to inform strategic actions aimed at reducing dropout rates further. 
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