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 Inflation measured by the Consumer Price Index (CPI) is a critical indicator in the 
government bond market that directly affects the yields of long-term securities 
such as the 10-year US Treasury Bond. This study is an explanatory quantitative 
study that aims to examine the complex dynamics of this relationship using the 
nonparametric least square spline method. The analysis uses monthly CPI data 
from FRED and 10-year US Treasury bond yield data from Investing.com for the 
period 2013-2025. This method divides the data into simple polynomial segments 
that are smoothly connected at transition points (knots), enabling the modelling of 
nonlinear patterns without assuming an initial curve shape. The analysis results 
indicate that a first-degree polynomial spline model (piecewise linear) with three 
knots successfully represents the bond yield response to inflation shocks with 𝑅2 = 
86.48%. Model segmentation identified four regimes: (1) Post-crisis recovery 
phase, with a negative relationship driven by Fed monetary stimulus suppresing 
yields despite initial inflation emergence; (2) Policy normalization phase, with a 
positive relationship aligned with monetary tightening in response to moderate 
inflation; (3) During the COVID-19 pandemic, a negative relationship due to a surge 
in demand for safe-haven bonds despite rising inflation; (4) Post-pandemic, the 
relationship turned positive again following the Fed’s aggressive monetary 
tightening in response to high global inflation. These findings highlight the urgency 
of regime-based monitoring for investors and policymakers, while contributing 
concretely to SDG 8 (decent work and economic growth) through the facilitation of 
appropriate interest rate policies for sustainable macroeconomic stability, and 
supporting SDG 9 (industry, innovation, and infrastructure) through the 
identification of inflation patterns that strengthen shock-resistant infrastructure 
investment planning and financial innovation during turbulent economic 
transitions.   
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A. INTRODUCTION  

Inflation has become a critical global economic challenge. In the United States, inflation 

peaked at 9.1% in June 2022, the highest level in four decades, before falling to 3.3% in May 

2024 (Azam & Khan, 2022). This volatility significantly disrupts macroeconomic stability and 

reduces purchasing power, particularly affecting long-term investment assets such as 10-year 

US Treasury Bonds. This extreme volatility increases uncertainty in global financial markets 

while underscoring the urgency of a comprehensive understanding of inflation transmission 

mechanisms.  

The Consumer Price Index (CPI) is universally recognized as the primary indicator of 

inflation. As a measure of changes in the prices of essential commodities (housing, 
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transportation, food), this index shows the main contributors to post-pandemic inflation 

(Ghodke, 2023). Meanwhile, the 10-year US Treasury Bond yields have served as a safe haven 

against stock market losses (Chang et al., 2022). The yield on US Treasury Bond fluctuated 

during the COVID-19 crisis, reach 4.5% in 2023 following the implementation of monetary 

tightening policies (Laumer & Schaffer, 2025), reflecting market confidence in the stability of 

the US economy and long-term inflation projections (Bekaert & Ermolovv, 2023).  

Theoretically, an increase in CPI leading to higher nominal bond yields as investors demand 

higher returns to compensate for the decline in the purchasing power of future interest 

payments (Hetzel, 2017). However, in practice, this pattern is distorted by exogenous factors 

such as Quantitative Easing program (2013-2015), which suppressed yields despite stable 

inflation (Belke et al., 2017). Geopolitical shocks and global commodity supply instability 

further exacerbate this asymmetric distortion, creating nonlinear dynamics that require 

specialized modelling approaches (Suryavanshi, 2023).    

This study models the nonlinear dynamics of CPI and 10-year US Treasury Bond yields using 

the Least Square Spline framework, which statistically the response curve into polynomial 

segments at optimized knot points (Utami et al., 2020). This approach captures structural 

breaks and relationship changes between variables, with error minimization per segment 

ensuring local precision (Mankowski & Moshkov, 2021), while the optimization of knot 

locations minimizes global approximation error through adaptive segmentation (Mohr et al., 

2023). The spline's capacity to handle nonstationarity and avoid overfitting stems from its 

segment-based error minimization mechanism, which enhances parametric flexibility (Bantis 

et al., 2020).  

Previous empirical research has validated the effectiveness of the spline approach in 

financial econometric modelling. Shelevytsky et al. (2020) demonstrated the superiority of the 

spline approach in estimating yield curves, achieving 98.7% accuracy on European Government 

Bond data and outperforming conventional parametric methods. Karčiauskas (2023) findings 

further validate the ability of the spline method to capture the nonlinearity of the relationship 

between inflation and bonds during the 2022 geopolitical crisis, with the spline model able to 

detect structural shifts that were not detected by linear regression identification. Although this 

empirical evidence confirms the superiority of splines in certain contexts, their application 

specifically for modelling the nonlinear relationship between Consumer Price Index (CPI) and 

the yield on 10-year US Treasury Bonds within the Least Square Spline remain relatively limited. 

Based on empirical and methodological urgency in previous literature, this study aims to 

examine the complex dynamics of this relationship using the nonparametric least square spline 

method. The results of this analysis are expected to serve as the basis for formulating inflation 

risk mitigation strategies and adaptive monetary policies that support the achievement of SDG 

8 (Decent Work and Economic Growth) through strengthening financial market stability. 

Additionaly, mapping inflation trends will support SDG 9 (Industry, Innovation, and 

Infrastructure), particularly in investment planning during turbulent economic transitions.  
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B. METHODS 

1. Research Design and Data Source 

This study employs secondary data from reputable and official databases, covering monthly 

time-series observations from January 2013 to March 2025. The dataset consists of the 

Consumer Price Index (CPI) obtained from the Federal Reserve Economic Data (FRED), 

developed and maintained by the Research Division of the Federal Reserve Bank of St. Louis, 

and the 10-year U.S. Treasury Bond Yields sourced from Investing.com, a global financial 

market platform established in 2007. The dependent variable (Y) is the 10-year Treasury Bond 

Yield, while the independent variable (X) is the CPI. The Least Squares Spline method was 

chosen because, after examining the scatterplot, the relationship between the two variables 

appeared does not follow a specific pattern, more flexible in following the shape of the data. 

Least Squares Spline is capable of producing smooth yet easily interpretable curves, as well as 

reducing the risk of overfitting through the adjustment of the number of knots and smoothing 

penalties. Thus, this method balances flexibility in capturing non-linear patterns and model 

readability, making it suitable for modelling the relationship between the two variables. The 

following Research Variables are shown in Table 1. 

 

Table 1. Research Variables 

Variable Variable Description Unit Measurement Scale Variable Type 

𝑌 10-year US Treasury Bond Yields Percent Interval Continuous 

𝑋 Consumer Price Index (CPI) Index Ratio Continuous 

 

2. Least Square Spline Formulation 

One of the most popular approaches for determining the parameters of a regression model 

is the least squares method. The goal of the least squares principle for estimating parameters 

is to reduce the model's error so that the regression model can adequately describe the data 

(Marchelina et al., 2023). In greater detail, when the model is constructed using k knot points 

and a polynomial of order p, it can be formulated as follows: 

 

𝑔(𝑥) = ∑ 𝛽𝑗𝜑𝑗(𝑥)
𝑝+𝑘
𝑗=0       (1) 

 

where 𝜷 = (𝛽0, 𝛽1, … , 𝛽𝑝+𝑘 )
𝑇

 is the parameter vector that can be calculated in the following 

form: 

 

𝜷̂ = (𝑿𝑻𝑿)−𝟏𝑿𝑻      (2) 

 

where 𝑿 is a matrix design with elements: 

 

𝑿 =

(

 
 
1 𝑥1

1 𝑥1
2 ⋯ 𝑥1

𝑝 (𝑥1 − 𝜏1)+
𝑝

⋯ (𝑥1 − 𝜏𝑘)+
𝑝

1 𝑥2
1 𝑥2

2 ⋯ 𝑥2
𝑝 (𝑥2 − 𝜏1)+

𝑝
⋯ (𝑥2 − 𝜏𝑘)+

𝑝

⋮
1

⋮
𝑥𝑛
1

⋮
𝑥𝑛
2

⋮
⋯ 𝑥𝑛

𝑝 (𝑥𝑛 − 𝜏1)+
𝑝

⋯ (𝑥𝑛 − 𝜏𝑘)+
𝑝

)

 
 

  (3) 
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while 𝜑𝑗  may be described as follows: 

 

 𝜑𝑗 = {
    𝑥𝑗 ,           𝑓𝑜𝑟 0 ≤ 𝑗 ≤ 𝑝

(𝑥 − 𝜏𝑗−𝑝)+
𝑝
,            𝑓𝑜𝑟 𝑝 + 1 ≤ 𝑗 ≤ 𝑝 + 𝑘

    (4) 

 

with 

(𝑥 − 𝜏𝑗−𝑝)+
𝑝
= {

(𝑥 − 𝜏𝑗−𝑝)
𝑝
                𝑓𝑜𝑟 𝑥 ≥ 𝜏𝑗−𝑝

 0,                                 𝑓𝑜𝑟 𝑥 < 𝜏𝑗−𝑝
    (5) 

 

3. Model Validation Framework 

a. Goodness of Fit Measures 

In this study, the author applied two metrics, namely MSE and the coefficient of 

determination (𝑅2). he expected value of the model, expressed as the mean square error, 

can be measured using MSE. In addition, MSE can also be used to assess the accuracy of 

predictions between different forecasting methods. On the other hand, the coefficient of 

determination (𝑅2) serves to measure how much variation can be explained by the 

model. MSE is expected to have the lowest possible value, while the coefficient of 

determination (𝑅2) will be better if its value is close to 1  (Maharani & Saputro, 2021). 

The formula for MSE is as follows: 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1      (6) 

 

while the coefficient of determination (𝑅2) formula is as follows: 

 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖−𝑦̅)
2𝑛

𝑖=1

      (7) 

 

b. Knot Selection Procedure 

A knot point is defined as a meeting point or intersection where a change in data 

behavior occurs (Sifriyani et al., 2023). The best nonparametric regression model 

depends on the optimal knot point. The selection of the optimal node point in the Least 

Square Spline estimator can use the Generalized Cross Validation (GCV) method. The 

GCV function for the nonparametric spline regression model is as follows: 

 

𝐺𝐶𝑉 =
𝑀𝑆𝐸

(
1

𝑛
𝑡𝑟[𝑰−𝑯])

2        (8) 

where 

𝑯 = 𝑿(𝑿𝑻𝑿)−𝟏𝑿𝑻       (9) 
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4. Statistical Validation 

a. Parameter Significance Testing 

Model parameter testing was conducted to evaluate whether the model of independent 

variables had a significant effect on the response variable. The following are the 

hypotheses used based on the nonparametric spline regression model. 

𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑗 = 0 

𝐻1: There is at least one 𝛽𝑗 ≠ 0, 𝑗 = 1,2,… , 𝑛 

 

The test statistic used in this test is the F test statistic, which has the following formula. 

 

𝐹 =
𝑀𝑆𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑀𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
=

∑ (𝑦̂𝑖−𝑦̅)
2𝑛

𝑖=1
𝑗

 

∑ (𝑦̂𝑖−𝑦̅)
2𝑛

𝑖=1
𝑛−𝑗−1

      (10) 

 

Reject 𝐻0 if F > 𝐹𝛼;𝑗; 𝑛−𝑗−1 or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

Then, partial testing serves to identify whether the parameters individually have a 

significant influence on the response variable. The hypothesis used is as follows. 

𝐻0: 𝛽𝑗 = 0 

𝐻1:  𝛽𝑗 ≠ 0, 𝑗 = 1,2, … , 𝑛 

 

The test statistics used in this test are as follows (Suhada et al., 2023). 

 

𝑡 =
𝛽̂𝑗

√𝑆𝐸(𝛽̂𝑗)
      (11) 

 

Reject 𝐻0 if |𝑡| > 𝑡𝛼
2
; (𝑛−𝑗−1) or 𝑝 −  𝑣𝑎𝑙𝑢𝑒 <  𝛼. 

b. Residual Diagnostics 

Identical assumption testing is used to evaluate the uniformity of residual variance. This 

test uses the Glejser test (Sutopo & Slamet, 2017). The hypothesis used is as follows: 

𝐻0: 𝜎1
2 = 𝜎2

2  = ⋯ = 𝜎𝑛
2 = 𝜎2 

𝐻1: There is at least one 𝜎𝑖
2 ≠ 𝜎2, 𝑖 = 1,2, … , 𝑛 

 

with the test statistics used as follows: 

 

 𝐹 =

[∑ (|𝜀̂𝑖|−|𝜀̅|)
2𝑛

𝑖=1 ]

𝑗−1

[∑ (|𝜀̂𝑖|−|𝜀̅|)
2𝑛

𝑖=1 ]

𝑛−𝑗

     (13) 

 

Reject 𝐻0 if F > 𝐹𝛼;𝑗−1; 𝑛−𝑗  or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

Then, the independent assumption test is used to determine the presence or absence of 

correlation between residuals and this test can use several ways, one of which is to do 

the Durbin-Watson test with the following hypothesis. 
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𝐻0: 𝜌 = 0 (independent residuals) 

𝐻1: 𝜌 ≠ 0 (dependent residuals) 

 

The test statistics used in this test are as follows: 

 

𝑑 =
∑ (𝑒𝑖−𝑒𝑖−1)

2𝑛
𝑖=2

∑ 𝑒𝑖
2𝑛

𝑖=1

     (14) 

 

The decision rules in this test are as follows, if: 

1) 0 < 𝑑 < 𝑑𝐿 or (4 - 𝑑𝐿) < 𝑑 < 4, then reject 𝐻0. 

2) 𝑑𝑈 < 𝑑 < (4 - 𝑑𝑈), then fail to reject 𝐻0. 

3) 𝑑𝐿 ≤ 𝑑 ≤ 𝑑𝑈 or (4 - 𝑑𝑈) ≤ 𝑑 < (4 - 𝑑𝐿), then there is no decision to reject 𝐻0 or fail to 

reject 𝐻0. 

 

The hypothesis used is as follows. Furthermore, testing the normal distribution 

assumption is an assumption test used to detect whether the residual data has followed 

a normal distribution. According Kurniawati & Budiantara (2019), this test can use the 

Kolmogorov-Smirnov test. The hypothesis used is as follows. 

𝐻0: 𝐹0(𝑥) = 𝐹(𝑥) (residuals follow a normal distribution) 

𝐻1: 𝐹0(𝑥) ≠ 𝐹(𝑥) (residuals do not follow a normal distribution) 

 

The test statistics used are as follows: 

 

𝐷 = 𝑆𝑢𝑝|𝐹𝑛(𝜀) − 𝐹0(𝜀)|    (15) 

 

Reject 𝐻0 if 𝐷 > 𝐷𝛼 or 𝑝 −  𝑣𝑎𝑙𝑢𝑒 <  𝛼. 

 

5. Step of Analysis 

Research Procedure for Modelling the Relationship between the Consumer Price Index 

(CPI) and 10-Year U.S. Treasury Bond Yields. 

a. Preliminary Description of Variables 

1) Examine the concentration and spread of each variable (10-year Treasury yields and 

CPI) by calculating their mean, standard deviation, and range. 

2) Create a scatter plot showing the relationship between the dependent variable (10-

year Treasury yield) and the independent variable (CPI) to visually assess the pattern 

or trend. 

 

b. Nonparametric Regression Modelling Using the Least Squares Spline Estimator: 

1) Determine possible knot point combinations based on the visual patterns from the 

scatter plots. 

2) Identify the optimal knot point configuration by selecting the one with the smallest 

Generalized Cross Validation (GCV) value, as stated in equation (9). 

3) Estimate model parameters using the optimal knot points. 

4) Compute the coefficient of determination (R²) to assess model fit. 
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5) Testing the significance of model parameters simultaneously with F test statistics in 

equation (11) and partially with t test statistics in equation (12).  

6) Verify model assumptions of identical, independent, and normally distributed 

residuals (IIDN). 

7) Formulate the final best-fit model equation. 

 

c. Model Interpretation. 

a. Plot and compare the fitted values from the model against the actual observed data. 

b. Interpret the model’s meaning and implications by analyzing the estimated 

parameter values. 

c. Draw conclusions and suggestions. 

 

C. RESULT AND DISCUSSION 

1. Descriptive Patterns and Nonlinear Pattern Identification 

Based on data obtained from Fred and Investing.com. An overview of the Consumer Price 

Index (CPI) data and 10-year US Treasury Bond Yields on monthly data from January 2013 to 

March 2025 is obtained in Table 2 as follows. 

 

Table 2. Descriptive Statistics 

Variable N Mean StDev Minimum Maximum 

Consumer Price Index (CPI) 147 262.79764 27.895484 231.679 319.775 

10-year US Treasury Bond Yields 147 2.49864 1.014877 0.533 4.926 

 

Based on 147 observations, the Consumer Price Index (CPI) recorded an average value of 

262.80 with a standard deviation of 27.90, indicating relatively low variation. The lowest CPI, 

231.679, occurred in January 2013 during the early phase of economic recovery following the 

2008–2009 Global Financial Crisis, while the highest value, 319.775, was recorded in February 

2025. In comparison, the 10-year US Treasury Bond Yield averaged 2.49864 percent with a 

standard deviation of 1.014877 percent, also reflecting low volatility, reaching its minimum of 

0.533 percent in July 2020 and peaking at 4.926 percent in October 2023, as shown in Figure 1. 

 

 
Figure 1. Scatterplot Data 



1348  |  JTAM (Jurnal Teori dan Aplikasi Matematika) | Vol. 10, No. 1, January 2026, pp. 1341-1354 

 

 

From the scatter plot shown in Figure 1, the distribution of data points between the 

Consumer Price Index (CPI) and the 10-year U.S. Treasury Bond Yields does not exhibit a clear 

functional pattern. This suggests that a nonparametric regression approach, specifically the 

least squares spline estimator, is appropriate for modeling the relationship, as the data indicate 

changes in behavior across certain intervals. 

 

2. Optimal Least Square Spline and Model Validation 

The nonparametric regression model using the least squares spline estimator incorporates 

smoothing parameters, which include the placement of knot points and the selection of the 

polynomial degree. Knot points represent the location of the transition where changes in data 

behavior patterns occur. The selection of the best model is based on the minimum Generalized 

Cross Validation (GCV), Mean Squared Error (MSE) values, and the maximum coefficient of 

determination (𝑅2) . The determination of the optimal knot points (1, 2, or 3 knots) is 

performed automatically by the program based on the optimization criteria of these three 

metrics. A small GCV value indicates the optimal selection of knot points, while a low MSE 

reflects minimal model error. On the other hand, a high 𝑅2  indicates the model’s ability to 

explain data variation. In this study, a first-order polynomial was used. The computational 

process and model selection were performed using R software. The result of the nonparametric 

least square spline regession analysis yielded model performance as shown by GCV, MSE, and 

𝑅2 in Table 3. 

  

Table 3. Model Calculation with Least square Spline Estimator 

Number of Knot Knot Point GCV MSE 𝑹𝟐 
1 271.962 0.2810 0.2697 0.7364 

2 
252.772 
258.352 

0.1664 0.1574 0.8461 

3 
240.545 
252.182 
258.352 

0.1483 0.1383 0.8648 

 

Based on the optimization criteria in Table 3, the model with 3 knot points was selected as 

the optimal model. This model was then tested for parameter significance and residual 

assumptions to ensure its validity. 

 

3. Statistical Validation 

a. Parameter Significance Tests 

After the optimal model was identified using the GCV, MSE, and 𝑅2 criteria in Table 3 

(model with 3 knots), parameter significance testing was performed to validate the 

model’s feasibility. The fisrt stage was simultaneous significance testing (overall F-test), 

which aimed to test whether the model as a whole was significant in explaining data 

variation. The F-test results are presented in Table 4. 
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Table 4. Overall F-test 

Source DF SS MS F p-value 
Regression 4 130.0393 32.5098 226.9922 <0.001 
Residual Error 142 20.3372 0.1432   
Total 146 150.3765    

 

Based on Table 4, it is known that the p-value is <0.001 and the F is 226.9922, by 

comparing the p-value to 𝛼 (0.05) and the 𝐹 to 𝐹0.05;4;142 which is 2.4354, the decision is 

to reject 𝐻0. This indicates that at least one predictor has a significant effect on the 10-

year US Treasury Bond yields. The next step is a partial significance test (partial t-test) 

to confirm the individual contribution of each coefficient. This test is performed on the 

five model coefficient (intercept 𝛽0 and four spline coefficient 𝛽1 to 𝛽4). The t-test results 

are presented in Table 5 below:  

 

Table 5. Partial t-Test 

Source Estimate Std. Error t p-value Decision 
𝛽0 15.0921 4.6590 3.2393 0.0015 Significant 
𝛽1 -0.0546 0.0197 -2.7748 0.0063 Significant 
𝛽2 0.1438 0.0296 4.8495 <0.001 Significant 
𝛽3 -0.4421 0.0327 -13.5221 <0.001 Significant 
𝛽4 0.4159 0.0237 17.5356 <0.001 Significant 

  

Based on Table 5, it is known that all p-values are less than the 𝛼 (0.05) and all absolute 

𝑡 are greater than 𝑡0.025;4;142 which is 1.9768, resulting in a decision to reject 𝐻0. This 

means that all the predictor variables constructed have a significant effect on the 10-

year US Treasury Bond yields.  

b. Residual Diagnostic 

1) Test for Homoscedasticity of Residuals 

The homogeneity assumption test serves to assess whether residual variance 

maintains consistency or if heteroscedasticity issues are absent. The Glejser test 

methodology is employed to detect heteroscedasticity symptoms. This testing 

procedure involves creating a regression model between predictor variables and the 

absolute residual values, as shown in Table 6. 

 

Table 6. Glejser Test 

𝑭 𝑺𝒕𝒂𝒕𝒊𝒔𝒕𝒊𝒄 𝐅 𝐂𝐫𝐢𝐭𝐢𝐜𝐚𝐥 𝑽𝒂𝒍𝒖𝒆 (α = 0.05) 𝑷 𝒗𝒂𝒍𝒖𝒆 

2.150 2.67 0.063 

 

Since the p-value (0.063) exceeds the significance threshold of 0.05 and the calculated 

F-statistic (2.150) is lower than the critical F-value (2.67), there is insufficient 

evidence to reject the null hypothesis. This indicates that the residuals satisfy the 

homoscedasticity assumption, meaning the error variance remains constant across 

all values of the independent variables. 
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2) Test for Independence of Residuals 

Independence assumption examination serves to verify the absence of serial 

correlation among residual values. The independence assumption assessment is 

conducted through the Durbin-Watson testing procedure, with findings displayed in 

the Table 7.  

 

Table 7. Durbin-Watson Test 

𝒅 𝒅𝑳(𝟎,𝟎𝟓) 𝒅𝑼(𝟎,𝟎𝟓) 𝟒 − 𝒅𝑼(𝟎,𝟎𝟓) 𝟒 − 𝒅𝑳(𝟎,𝟎𝟓) 

1.806 1.675 1.786 2.213 2.325 

 

Given that the Durbin-Watson statistic (𝒅 = 1.806) falls within the range of 𝒅𝑼(𝟎.𝟎𝟓) 

(1.786) and 𝟒 − 𝒅𝑼(𝟎.𝟎𝟓)  (2.213), specifically 𝒅𝑼(𝟎.𝟎𝟓) < 𝒅 < 𝟒 − 𝒅𝑼(𝟎.𝟎𝟓), we can 

confidently conclude that there is no positive or negative autocorrelation among the 

residuals. This indicates that the residuals are independent. 

3) Test for Normality of Residuals 

Following the fulfillment of independence and identical assumptions, one additional 

requirement must be satisfied by the residuals: the normality distribution 

assumption. The Kolmogorov-Smirnov test represents one method available for 

assessing data normality, as shown in Table 8. 

 

Table 8.  Kolmogorov-Smirnov Test 

D statistic Critical D value 𝑷 𝒗𝒂𝒍𝒖𝒆 

0.035 11201.420 0.993 

 

With a P value of 0.993, which is greater than the chosen significance level of 0.05, we 

fail to reject the null hypothesis. This outcome suggests that the residuals are 

normally distributed. 

 

4. Final Model and Segment Interpretation 

Based on the test results, the final model of the first-order nonparametric spline regression 

model with 3 knot points was obtained: 

 

𝑦̂ = 𝛽̂0 + 𝛽̂1𝑥 + 𝛽̂2 (𝑥 − 𝜏1)+ + 𝛽̂3 (𝑥 − 𝜏2)+ + 𝛽̂4 (𝑥 − 𝜏3)+ 

𝑦̂ = 15.0921 − 0.0546𝑥 + 0.1438 (𝑥 − 240.545)+ − 0.4421 (𝑥 − 252.182)+ 

+0.4159 (𝑥 − 258.352) 

 

Based on the calculation of the estimated model value for each segment, the model estimate 

in the form of a starcase function can be written as follows: 

 

𝑦̂ =  {

15.0921 − 0.0546𝑥,                                  𝑥 < 240.545
−19.4983 + 0.0892𝑥, 240.545 ≤ 𝑥 < 252.182
91.9914 − 0.3531𝑥,            252.182 ≤ 𝑥 < 258.352
−15.4572 + 0.0628𝑥,                              𝑥 > 258.352
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After the final model was formed, residual assumption testing was conducted to ensure that 

there were no violations of classical assumptions in the model. To further understand the 

movement pattern of 10-year US Treasury Bond post-COVID-19 pandemic, Figure 2 illustrates 

the dynamic trend analyzed using the spline regression approach. This figure shows important 

inflection points in the relationship between inflation and bond yields over the period January 

2013 to March 2025. 

 

 
Figure 2. Value Plot Estimates and Observations 

 

In general, the increase in CPI is the main driver of changes in bond yields in the 

observation period. The higher the CPI, the higher the market's inflation expectation, so 

investors demand inflation risk compensation through higher bond yields. However, this 

relationship is non-linear, as shown by the spline model divided into the following four 

segments: 

a. Segment I (𝑥 < 240.545): 

In this period, CPI is still at a low level, especially during the early post-crisis economic 

recovery (around 2013-2015). The model shows that every increase in CPI by 1 unit is 

followed by a decrease in yield by 0.0546. This reflects the condition when the Fed's 

monetary stimulus kept the yield low even though inflation started to increase slowly. 

b. Segment II (240.545 ≤ 𝑥 < 252.182): 

In this interval, there is a shift in behavior. Every 1 unit increase in CPI causes an increase 

in yield by 0.0892. This period correlates with the normalization phase of the Fed's 

monetary policy (around 2016-2018), where an increase in inflation began to be 

responded to by an increase in the benchmark interest rate, so that bond yields also rose. 

c. Segment III (252.182 ≤ 𝑥 < 258.352): 

In this range, there is an opposite relationship, where every increase in CPI by 1 unit is 

followed by a decrease in yield by 0.3531. This illustrates a transition period like the 

beginning of the COVID-19 pandemic (2020), where even though inflation is increasing 

due to supply disruptions, investors still seek safe haven in bonds, causing high demand 

and falling yields. 
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d. Segment IV (𝑥 ≥ 258.352): 

At CPI above 258.352 (post-pandemic period, 2021-2025), the model again shows a 

positive relationship, where every 1 unit increase in CPI is followed by a 0.0628 increase 

in yield. This is consistent with the period of global high inflation, when aggressive 

monetary tightening by the Fed triggered a rise in bond yields. 

 

Thus, the spline model shows that the effect of CPI on yield is not constant over time, but 

depends on the macroeconomic context. An increase in yield tends to follow an increase in CPI, 

but in some periods, other factors such as monetary intervention or market turmoil can 

temporarily reverse this relationship. The results of this study are consistent with the findings 

of (Krivobokova et al., 2006), who applied penalized spline regression to estimate the term 

structure of interest rates with high flexibility and accuracy. Although their research focused 

on modelling pure yield curves, while this study emphasizes the nonlinear relationship 

between inflation (CPI) and long-term bond yields, both approaches highlight the importance 

of using flexible, data-driven models to capture regime shifts and structural changes in financial 

markets. Therefore, this study supports existing literature on spline-based methods while 

offering additional insights into macro-financial interactions influenced by inflationary 

dynamics. 

 

D. CONCLUSION AND SUGGESTIONS 

This study demonstrates the success of modelling the nonlinear dynamics of the 

relationship between the Consumer Price Index (CPI) and the 10-year US Treasury yield using 

the least square spline approach, identifying three critical CPI points (≈ 240, 252, and 258) as 

structural transition thresholds for market response. From an economic perspective, this 

model explains 86.48% of yield variability and reveals four critical policy regimes: a negative 

response during the post-crisis stimulus period, a positive relationship during the 

normalization phase, a negative correlation during the pandemic, and a return to a positive 

response in the post-pandemic period. These findings serve as an early warning system for 

investors and the Fed when inflation reaches critical thresholds (≈ 240–258), where 

inflationary pressures trigger significant reactions in global markets. Therefore, the model 

significantly contributes to decent work and economic growth (SDG 8) through early detection 

of inflation risks and supports planning for industry, innovation, and infrastructure (SDG 9) in 

turbulent economic conditions.  

For further research, it is recommended to integrate additional macroeconomic variables 

such as the Fed interest rate and GDP growth to strengthen the accuracy of predictions through 

multivariate variables. High-degree polynomial analysis is also needed to capture the 

complexity of the CPI-yield relationship that may have been overlooked, while expanding the 

historical data range to include the 2008 crisis period to test the model's robustness across 

various economic cycles. Implementing these recommendations will enrich inflation-resistant 

infrastructure financing strategies and the development of sustainable bond instruments 

during market turbulence.  
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