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 In several research areas, it is common to have a dataset with more explanatory 
variables than the number of observations, called high-dimensional data. This 
condition can lead to multicollinearity problem. The least absolute shrinkage and 
selection operator (LASSO) solves the problem by shrinking the estimated 
coefficient to zero so that it can simultaneously carry on the variable selection and 
the parameter estimation.  But LASSO performs poorly when the data contains 
some outliers in the response or explanatory variables. Robust methods have 
addressed this problem based on the least-absolute-deviation approach, such as 
LAD-LASSO and WLAD-LASSO. This current research aims to evaluate the 
performance of the LAD-LASSO and WLAD-LASSO methods on high-dimensional 
and low-dimensional data containing outliers. To evaluate the performance of 
these methods, the simulation study was conducted. The simulation study used 
three scenarios (without outliers, outliers on the response variable (5%, 10%, 
15%), outliers both on the response and explanatory variables (5%, 10%, 15%)). 
We also used the Minimum Regularized Covariance Determinant (MRCD) estimator 
in calculating the weights on the WLAD-LASSO. The best method from this 
simulation then will be applied to sembung leaf extract data to identify antioxidant 
marker compounds in sembung leaf extract. The simulation results show that LAD-
LASSO tends to be very tight in selecting, while LASSO tends to be too loose.  
Meanwhile, WLAD-LASSO is in the middle of those two techniques and performs 
the best in identifying the important variables correctly. Even the existence of 
weights cause WLAD-LASSO more robust against the presence of outliers in the 
response and explanatory variables compared to LAD-LASSO. Furthermore, 
performance of these methods on high-dimensional data decrease compared to 
low-dimensional data. The performance of these methods also tends to decrease 
when the rate of outlier increases. The WLAD-LASSO was then implemented in 
actual data to find the compound of antioxidant markers in the sembung leaf 
extract. The compounds/formulas obtained are Umbelliferone, 12-
Hydroxyjasmonic Acid, C22H14N8O2, and Acetyleugenol (with a prediction error is 
0.133050). These compounds/formulas can be developed as natural antioxidants 
and have the potential to be developed as medicinal ingredients. 
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A. INTRODUCTION  
Regression analysis is a statistical method to determine the relationship between the 

response variable and one or more explanatory variables (Bangdiwala, 2018). Ordinary Least 

Square (OLS) is usually used to estimate the regression model parameters by minimizing the 

sum of squared residuals. However, OLS is very sensitive to outliers (Varin, 2021). Least 
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Absolute Deviation (LAD) is an alternative method for OLS to overcome outliers (Dielman, 2005; 

Wang, 2013). LAD estimates the regression parameters by minimizing the sum of absolute 

residuals. LAD gives the same weight to all observations while OLS squares the residuals giving 

large weight to large residuals. Then LAD is more robust than OLS when the residual 

distribution is not normal. However, LAD is only robust to outliers in the response variable. 

LAD is very sensitive to outliers in the explanatory variable (leverage point). The Weighted LAD 

(WLAD) was introduced to deal with outliers in the explanatory variables (Giloni et al., 2006). 

In this method, the weight that only depends on the explanatory variable is given to reduce the 

weight of the leverage point to reduce the effect of outliers on the parameter estimation process 

(Yang & Li, 2018). 

Some research areas (such as biology, signal processing, chemistry, and others) sometimes 

contain explanatory variables more than observations, known as high-dimensional data (𝑝 ≫

𝑛), so it is necessary to select variables (Wasserman & Roeder, 2009; Lima et al., 2020). In 

addition, this condition can lead to multicollinearity problem (Zhao et al., 2020). 

Multicollinearity occurs when several explanatory variables are correlated not only with the 

response variables but also among explanatory variables (Daoud, 2017). Multicollinearity can 

be indicated from the columns of the explanatory variable matrix ( 𝑿 ) that are linearly 

dependent on each other, so the covariance matrix of the explanatory variable (𝑿𝑇𝑿) is non-

invertible. As a result, the variety of parameter estimates becomes large, so the predicted 

results tend to be unstable and the prediction model obtained is inaccurate (Keith, 2015). 

Least Absolute Shrinkage and Selection Operator (LASSO) is a regularization method that 

minimizes the sum of the residual squares by adding L1-norm constraints (Tibshirani, 1996). 

LASSO can solve the problem of multicollinearity by shrinking the estimated coefficient close 

to zero (even exactly zero) to carry on the variable selection and the parameter estimation 

simultaneously but it is sensitive to outliers (Tibshirani, 2013; Sirimongkolkasem & Drikvandi, 

2019). Adaptive LASSO was then introduced using different weights for each regression 

coefficient on L1 regularization to be more consistent than LASSO in estimating parameters and 

selecting variables (Zou, 2006; Camponovo, 2022). However, Adaptive LASSO is also based on 

OLS which is sensitive to outliers in response and explanatory variables (Machkour et al., 2020). 

Wang et al. (2007) introduced LAD-LASSO method combining LAD criteria and Adaptive 

LASSO penalty. They compared LAD-LASSO with LAD based on other traditional variable 

selection methods, namely Akaike Information Criterion (AIC) and Bayes Information Criterion 

(BIC) in low-dimensional data. As a result, LAD-LASSO is better than LAD-AIC and LAD-BIC. 

Arslan (2012) introduced WLAD-LASSO method combining WLAD criteria and Adaptive LASSO 

penalty. Arslan (2012) showed from the simulation study that WLAD-LASSO is robust in low-

dimensional data containing outliers. Rahardiantoro & Kurnia (2015) studied a simulation to 

compare LASSO and LAD-LASSO in high-dimensional data. They obtained that LAD-LASSO is 

better than LASSO in selecting variables in high-dimensional data containing outliers. Also, 

Ajeel & Hashem (2020) obtained LAD-LASSO has good performance overcoming outliers in low 

and high dimensional data. 

In this research, we compared the LAD-LASSO and WLAD-LASSO methods on high-

dimensional data containing outliers in variable selection and also compared them with LASSO. 

Then we compared the performance of these methods on low-dimensional data. Comparison of 
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the performance from these methods is useful for evaluating the best method in the selection 

of variables. The variable selection method is useful for selecting important variables in the 

research data, so this method is effective and efficient in determining the explanatory variables 

that have a significant effect on the response variables (especially if the data contains a lot of 

explanatory variables). In this research, Minimum Regularized Covariance Determinant (MRCD) 

estimator was used in computing the weight of WLAD-LASSO rather than the Minimum 

Covariance Determinant (MCD) estimator. The MCD estimator, used in the simulation study by 

Arslan (2012), cannot be applied to the case of high-dimensional data such as the simulation 

study in this paper. The MRCD estimator modifies the MCD estimator for high-dimensional data 

(Bulut, 2020). This estimator aims to regularize the covariance based on the subset that makes 

overall determinant the smallest (Boudt et al., 2019).  

Furthermore, we applied WLAD-LASSO as the best method that has been evaluated in the 

previous simulation study to actual data to identify the active compounds that indicate 

antioxidants in the Sembung leaf extract. The variable selection method applied to the sembung 

data is useful for selecting important compounds/formulas in the antioxidant content of 

sembung leaves. These selected compounds/formulas can be developed as natural antioxidants 

and have the potential to be developed as medicinal ingredients. 

 

B. METHODS 
In this paper, we use simulation data and actual data analyzed by R software. Simulation 

data were obtained from generating data with several levels of outliers on the response variable 

and the explanatory variable and the level of correlation between the explanatory variables. 

This simulation refers to research by Arslan (2012), Wahid et al. (2017), and Ajeel & Hashem 

(2020). However, there are modifications in the level of an outlier on the response and/or the 

explanatory variable (𝛿 = 5%, 10%, 15%),  and the level of correlation between the 

explanatory variable (𝜌 = 0.1, 0.2, 0.3, … , 0.9). Furthermore, simulations were carried out in 

the case of low-dimensional data (𝑛 = 50, 𝑝 = 10)  and high-dimensional data (𝑛 = 50, 𝑝 =

100). Therefore, we use the Minimum Regularized Covariance Determinant (MRCD) estimator 

in this study instead of the Minimum Covariance Determinant (MCD) estimator as in Arslan 

(2012). The MRCD estimator can be used on both high and low dimensional data, while the MCD 

estimator only can be used on low dimensional data. The following are the steps in a simulation 

study: 

1. Set the number of observations 𝑛 = 50 and the number of explanatory variables 𝑝 = 10 

2. Generate a 𝑝 -dimensional explanatory variable vector on the 𝑖 -th observation 𝒙𝑖 =

(𝑥1𝑖, 𝑥2𝑖 , … , 𝑥𝑝𝑖)
𝑇

 based on a multivariate normal distribution 𝒙𝑖~𝑁𝑝(𝟎, 𝚺)  where 

covariance matrix 𝚺 = (𝑟𝑗𝑘)
𝑝×𝑝

 ; 𝑟𝑗𝑘 = 𝜌|𝑗−𝑘|; level of correlation between the explanatory 

variable 𝜌 = 0.1, 0.2, 0.3, … , 0.9; 𝑖 = 1,2,3, … , 𝑛 ; 𝑗, 𝑘 = 1,2,3, … , 𝑝. 

3. Set 𝑗 -th regression parameter as 𝛽𝑗 = {
1,    𝑗 = 1,2, … ,5 
0,    𝑗 = 6,7, … , 𝑝

 , so that the linear regression 

model is 𝑦𝑖 = 𝑥1𝑖 + ⋯ + 𝑥5𝑖 + 𝜀𝑖  where 𝑦𝑖 is a response variable at the 𝑖-th observation, 𝑥𝑗𝑖 

is  the 𝑗-th explanatory variable on the 𝑖-th observation, and 𝜀𝑖 is random error on the 𝑖-th 

observation. 𝑖 = 1,2,3, … , 𝑛 ; 𝑗 = 1,2,3, … , 𝑝. 

4. Generate the response variable in three scenarios as follows: 
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a. Scenario 1: no outliers by model 𝑦𝑖 = 𝒙𝑖
𝑇𝜷 + 𝜀𝑖 where 𝑦𝑖 is a response variable at the 𝑖-

th observation, 𝒙𝑖 = (𝑥1𝑖 , 𝑥2𝑖 , … , 𝑥𝑝𝑖)
𝑇

is 𝑝-dimensional explanatory variable vector on 

the 𝑖 -th observation, 𝜷 = (𝛽1, 𝛽2, … , 𝛽𝑝)
𝑇

is a vector of regression parameters, and 

𝜀𝑖~𝑁(0,1) is a random error on the 𝑖-th observation. 

b. Scenario 2: Outliers on the response variable by model 𝑦𝑖 = 𝒙𝑖
𝑇𝜷 + 𝜀𝑖  where 𝑦𝑖  is a 

response variable at the 𝑖 -th observation, 𝒙𝑖 = (𝑥1𝑖, 𝑥2𝑖 , … , 𝑥𝑝𝑖)
𝑇

is 𝑝 -dimensional 

explanatory variable vector on the 𝑖-th observation, 𝜷 = (𝛽1, 𝛽2, … , 𝛽𝑝)
𝑇

is a vector of 

regression parameters, and 𝜀𝑖 is a random error on the 𝑖-th observation. 𝜀𝑖 is generated 

from: (i) Normal distribution (1 − 𝛿)𝑁(0,1) + 𝛿𝑁(25,1); (ii) Exponential distribution 

(1 − 𝛿) [exp(1) − 1] + 𝛿 exp(25) where the outlier level 𝛿 = 5%, 10%, 15%. 

c. Scenario 3: Outliers on the response variable and the explanatory variable. 

1) Replace the first 10 rows in the explanatory variable matrix 𝑿  from normal 

distribution 𝑁(10,1), so that a new explanatory variable matrix is obtained, namely 

𝑿∗. 

2) Generate the response variable by model 𝒀 = 𝑿∗𝜷 + 𝜺 where 𝒀 = (𝑦1, 𝑦2, … , 𝑦𝑛)𝑇 is a 

response variable vector, 𝑿∗  is an explanatory variable matrix containing 𝒙𝑖 =

(𝑥1𝑖 , 𝑥2𝑖 , … , 𝑥𝑝𝑖)
𝑇

, and 𝜺 is a random error vector containing 𝜀𝑖 . 𝜀𝑖  is generated from: 

(i) Normal distribution (1 − 𝛿)𝑁(0,1) + 𝛿𝑁(25,1) ; (ii) Exponential distribution 

(1 − 𝛿) [exp(1) − 1] + 𝛿 exp(25) where the outlier level 𝛿 = 5%, 10%, 15%.  

 

5. Variable selection using LASSO, LAD-LASSO, and WLAD-LASSO methods. 

a. Determine the optimum lambda (𝜆) based on cross validation. 

b. Estimate the regression parameters as follows: 

�̂�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜷 [∑ (𝑦𝑖 − 𝒙𝑖
𝑇𝜷)2𝑛

𝑖=1 + 𝜆 ∑ |𝛽𝑗|𝑝
𝑗=1 ]    (1) 

�̂�𝐿𝐴𝐷−𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜷 [∑ |𝑦𝑖 − 𝒙𝑖
𝑇𝜷|𝑛

𝑖=1 + 𝜆 ∑ 𝜔𝑗|𝛽𝑗|𝑝
𝑗=1 ]    (2) 

�̂�𝑊𝐿𝐴𝐷−𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜷 [∑ 𝑤𝑖|𝑦𝑖 − 𝒙𝑖
𝑇𝜷|𝑛

𝑖=1 + 𝜆 ∑ 𝜔𝑗|𝛽𝑗|𝑝
𝑗=1 ]    (3) 

Where 𝑦𝑖  is a response variable at the 𝑖 -th observation, 𝒙𝑖 = (𝑥1𝑖, 𝑥2𝑖 , … , 𝑥𝑝𝑖)
𝑇

is 𝑝 -

dimensional explanatory variable vector on the 𝑖-th observation, 𝜷 = (𝛽1, 𝛽2, … , 𝛽𝑝)
𝑇

is 

a vector of regression parameters with 𝛽𝑗 is 𝑗-th regression parameter (𝑗 = 1,2, … , 𝑝), 

the weight 𝑤𝑖 is defined as 𝑤𝑖 = 𝑚𝑖𝑛 {1,
𝑝

𝑅𝐷(𝒙𝑖)
} with 𝑅𝐷(𝒙𝑖) = (𝒙𝑖 − �̂�)𝑇∑̂−1(𝒙𝑖 − �̂�) is a 

robust mahalanobis distance at 𝑖 -th observation, �̂�  is a robust mean vector of 

observations on each explanatory variable, and ∑̂  is robust covariance matrix of the 

explanatory variable. �̂� and ∑̂  are obtained from the MRCD estimator (Boudt et al., 

2019). The weight 𝜔𝑗  is defined as 𝜔𝑗 =
1

|𝛽�̂�|
 where 𝛽�̂�  is an estimated parameter from 

OLS (Zou, 2006).  

 

6. The simulation in steps 2 to 5 is repeated 1000 times. 

7. Evaluate the performance of LASSO, LAD-LASSO, and WLAD-LASSO based on No. Correct 

(NC), No. Incorrect (NC), mean MAD (Mean Absolute Deviation). NC is the average number 
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of selected significant variables, NI is the average number of selected insignificant variables, 

and the mean MAD (mMAD) is the average prediction error. 

𝑀𝐴𝐷 =
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛
𝑖=1         (4) 

Where 𝑛 is the number of observations, 𝑦𝑖 is a response variable at the 𝑖-th observation, 

and �̂�𝑖 is an estimated response variable at the 𝑖-th observation. 

8. Steps 1 to 7 are repeated for the number of explanatory variables 𝑝 = 100. 

Actual data is a secondary data obtained from analysis results of LC-MS/MS (Liquid 

Chromatography-Mass Spectrometry/Mass Spectrometry) sembung leaf extract at the Central 

Laboratory for Biopharmaca Studies IPB in May-June 2021 in collaboration with the Statistics 

Department of IPB. This data contains 35 observations, 2098 explanatory variables, and one 

response variable. The observations used were samples of sembung leaf extract. The samples 

were obtained from the simplicia extraction of sembung leaves with 5 types of solvents, namely 

water, 30% ethanol, 50% ethanol, 70% ethanol, and 100% ethanol (each type of the solvent 

was repeated 7 times). The samples were then analyzed using LC-MS/MS that is a combination 

analysis technique of liquid chromatography and mass spectrometry. Liquid chromatography 

separates the analyte components in the sample, then proceeds to mass spectrometry for 

ionization. The ions are separated based on their respective masses, where the physical 

properties of the ions are measured from the mass-to-charge ratio (m/z) and obtained 2098 

mass-to-charge ratios (m/z) which are used as explanatory variables. Each of the 2098 mass-

to-charge ratios represents the name of the compound/formula denoted by X1, X2, ..., X2098. 

Furthermore, antioxidant tests were carried out on samples of sembung leaf extract so that the 

antioxidant content of each sample was obtained. This antioxidant content is used as a response 

variable. The following are steps to identify antioxidant compounds in Sembung leaf extract: 

a. Exploration of Sembung leaf extract data 

b. The selection of explanatory variables for Sembung leaf extract data uses the best 

method based on the evaluation of the previous simulation study. 

1) Split the data in to 80% training data and 20% testing data. 

2) Determine the optimum lambda (𝜆) based on cross validation. 

3) Estimate parameters based on the optimum lambda (𝜆 ) obtained. 

c. Identify compounds/formulas as antioxidant markers in Sembung leaf extract based on 

the selected explanatory variables from the method used. 

 

C. RESULT AND DISCUSSION 

1. Simulation Study of Comparison Robust Methods Performance for Variable Selection 

The following figures are the results of LASSO, LAD-LASSO, and WLAD-LASSO simulations 

on low-dimensional and high-dimensional data. Figure 1 is the result of a simulation on low-

dimensional data with a normal distribution error. When there is no outlier (outlier 0%), we 

can see that LASSO, LAD-LASSO, and WLAD-LASSO performance tend to be similar. The three 

methods are good in selecting significant variables with low prediction errors (NC tends to be 

high and mMAD tends to be low at the outlier level 0%). However, when outliers in the response 

variable exist (outlier 5%, 10%, and 15%) with a normal distribution error (Figure 1a), the 

significant variables selected for LASSO and WLAD-LASSO tend to be more than LAD-LASSO. 

The prediction error of WLAD-LASSO and LASSO is lower than LAD-LASSO. The selected 
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insignificant variable in WLAD-LASSO is less than LASSO and more than LAD-LASSO. These also 

occur when there are outliers in the response and explanatory variables (Figure 1b). Even the 

significant variables selected for LAD-LASSO tend to decrease compared to when outliers only 

on the response variables (Figure 1a). When outliers exist in the response and explanatory 

variable, LASSO selects insignificant variables more than LAD-LASSO and WLAD-LASSO at the 

outlier level 5%, 10%, and 15%. The performance of the three methods decreased as the outlier 

level increased (outlier 5%, 10%, and 15%) on the response and/or the explanatory variables, 

as shown in Figure 1.  

 

 
(a) 

 

 
(b) 

Figure 1. Simulation results 𝑛 > 𝑝 (𝑛 = 50, 𝑝 = 10) for normal distribution error which contains 
outlier in (a) variable Y and (b) variable Y and X 

 
Figure 2 is the result of a simulation on low-dimensional data with an exponential 

distribution error. When there is no outlier (outlier 0%), LASSO, LAD-LASSO, and WLAD-LASSO 

are good in selecting significant variables with low prediction errors (NC tends to be high and 
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mMAD tends to be low at the outlier level 0%). But when outliers exist (outlier 5%, 10%, and 

15%) in the response variable (Figure 2a), the significant variables selected for LASSO and 

WLAD-LASSO tend to be more than LAD-LASSO. The prediction error of WLAD-LASSO and 

LASSO is lower than LAD-LASSO. The selected insignificant variable in WLAD-LASSO is less than 

LASSO and more than LAD-LASSO. LAD-LASSO and WLAD-LASSO are based on minimizing the 

sum of absolute residuals, so they are more robust against outliers in the response variable (H. 

Wang et al., 2007). Also, they are more robust than LASSO when outliers have an exponential 

distribution error. These also occur when outliers exist (outlier 5%, 10%, and 15%) in the 

response and explanatory variables (Figure 2b). Even the weight 𝑤𝑖 on WLAD-LASSO makes 

WLAD-LASSO more robust against outliers in response variables and explanatory variables 

than LAD-LASSO and LASSO, as shown in Figure 2. 

 

 
(a) 

 

 
(b) 

Figure 2. Simulation results 𝑛 > 𝑝 (𝑛 = 50, 𝑝 = 10) for exponential distribution which contains 
outlier in (a) variable Y and (b) variable Y and X 
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Figure 3 is the result of a simulation on high-dimensional data with a normal distribution 

error. Similar to low dimensional data on Figure 1, LASSO, LAD-LASSO, and WLAD-LASSO are 

good in selecting significant variables with low prediction errors when there is no outlier (NC 

tends to be high and mMAD tends to be low at the outlier level 0%). But when outliers exist 

(outlier 5%, 10%, and 15%) in the response variable (Figure 3a), the performance of the three 

methods decrease as the outlier level increases (NC decreases, while NI and mMAD increases). 

These also occur when outliers exist (outlier 5%, 10%, and 15%) in the response and 

explanatory variables (Figure 3b), WLAD-LASSO more robust against outliers in response 

variables and explanatory variables than LAD-LASSO and LASSO. However, the performance of 

the three methods decrease compared to low-dimensional data as shown in Figure 3. 

 

 
(a) 

 

 
(b) 

Figure 3. Simulation results 𝑛 < 𝑝 (𝑛 = 50, 𝑝 = 100) for normal distribution which contains outlier in 
(a) variable Y and (b) variable Y and X 
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Figure 4 is the simulation result of LASSO, LAD-LASSO, and WLAD-LASSO on high-

dimensional data with an exponential distribution error. In this case, these methods are good 

in selecting significant variables with low prediction errors when there is no outliers (NC tends 

to be high and mMAD tends to be low at the outlier level 0%). But when outliers exist (outlier 

5%, 10%, and 15%) in the response and/or explanatory variables, the performance of the three 

methods decrease as the outlier level increases (NC decreases, while NI and mMAD increases). 

Even LASSO tends to select more insignificant variables than LAD-LASSO and WLAD-LASSO. 

This occurs because LASSO is based on OLS, so the estimation of LASSO parameters is biased 

when outliers exist or when outliers have an exponential distribution error (LASSO tends to 

predict 0 coefficients incorrectly). In addition, the MRCD estimator on the weight 𝑤𝑖  makes 

WLAD-LASSO also more robust than LAD-LASSO and LASSO on high-dimensional data (Figure 

3 and 4). This estimator aims to regularize the covariance based on the subset that makes 

overall determinant the smallest (Boudt et al., 2019), as shown in Figure 4. 
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(b) 

Figure 4. Simulation results 𝑛 < 𝑝 (𝑛 = 50, 𝑝 = 100) for exponential distribution which contains 
outlier in (a) variable Y and (b) variable Y and X 
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Furthermore, for the low-dimensional data (Figures 1 and 2) and high-dimensional data 

(Figures 3 and 4), it can be seen that the performance of LASSO, LAD-LASSO, and WLAD-LASSO 

decreased when the correlation between explanatory variables (rho) increased. NC indicates 

these tend to decrease, while NI and mMAD tend to increase when rho increases. It also happens 

when the outlier level increases. In addition, the performance of the three methods tends to 

decrease in high-dimensional data compared to low-dimensional data. Then, for low-

dimensional and high-dimensional data, LASSO is very loose in selecting variables (significant 

and insignificant variables are more selected). At the same time, LAD-LASSO is very strict in 

selecting variables (significant and insignificant variables are slightly selected). In this case, 

WLAD-LASSO can overcome the weakness of LAD-LASSO which selects very slight significant 

variables and can overcome the weakness of LASSO which selects very many insignificant 

variables in the selection of variables. Although the prediction error of LASSO is lower than 

LAD-LASSO and WLAD-LASSO, the prediction error of WLAD-LASSO is lower than LAD-LASSO. 

 
2. Identification of Antioxidant Marker Compounds in Sembung Leaf Extract Data 

Data of Sembung leaf extract contains 35 observations, 2098 explanatory variables as 

mass-to-charge ratio (m/z) of a compound, and one response variable as the antioxidant of 

Sembung leaf extract. This data is high dimensional data which causes the covariance matrix of 

the explanatory variables not to be the full rank matrix. This condition indicates the existence 

of multicollinearity where the explanatory variables are correlated with each other. 

Furthermore, about 57% of the explanatory variables weakly correlate negatively with the 

response variables. Only about 4% of the explanatory variables strongly correlate positively 

with the response variables. It means that only a few compounds have strong potential as 

antioxidant markers in Sembung leaf extract. In addition, Figure 5a shows an outlier of about 

14.28% in the response variable and Figure 5b shows an outlier of about 25.71% in the 

explanatory variable (except observations in the 1st quadrant). Detection of outliers on the 

explanatory variables using the Robust Principal Component Analysis (ROBPCA) method. 

ROBPCA has been introduced (Hubert et al., 2005; Bulut et al., 2016) and can be applied to both 

symmetrically distributed data and skewed data (Hubert et al., 2009). This method is a 

multivariate outlier detection in high-dimensional data, so this method is more efficiently used 

to detect outliers in many explanatory variables simultaneously than the boxplot (Alaluusua, 

2018), as shown in Figure 5. 
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(a) (b) 

Figure 5. Outlier detection (a) Boxplot to detect outliers in response variables (b) Outlier map of 
ROBPCA to detect outliers in explanatory variables. 

 
Based on the exploration of Sembung leaf extract data, WLAD-LASSO method will be 

applied to this data. WLAD-LASSO has shown good results in the simulation study of variable 

selection on high-dimensional data, with an outlier in the response variable and the explanatory 

variables. This method selected compounds/formulas that are potential antioxidant markers in 

Sembung leaf extract. From the cross-validation results, the optimum lambda for WLAD-LASSO 

method is 0.008 with the selected variables shown in Table 1. From Table 1, it can be seen that 

the compounds/formulas that can be used as antioxidant markers in Sembung leaf extract are 

Umbelliferone, 12-Hydroxyjasmonic Acid, C22H14N8O2, and Acetyleugenol. These selected 

compounds/formulas can be developed as natural antioxidants and have the potential to be 

developed as medicinal ingredients. Umbelliferone and Acetyleugenol have been known as 

antioxidant markers. Umbelliferone is a phenol group that shows antioxidant, anti-

inflammatory, and anti-hyperglycemic potential (Mazimba, 2017). Acetyleugenol is a derivative 

of Eugenol which can be used as an antioxidant and anti-inflammatory agent (Leem et al., 2011), 

as shown in Table 1. 

 
Table 1. The results of selected variables from the WLAD-LASSO method 

No Selected Explanatory Variable Name of Compound/Formula MAD 
1 X1 Umbelliferone (7-hydroxycoumarin) / C9H6O3 

0.133050 

2 X6 Umbelliferone (7-hydroxycoumarin) / C9H6O3 
3 X193 12-Hydroxyjasmonic Acid / C12H18O4 
4 X237 - 
5 X417 C22H14N8O2 
6 X758 Acetyleugenol / C12H14O3 

 
D. CONCLUSION AND SUGGESTIONS 

Based on the research that has been done, it can be concluded that performance of LASSO, 

LAD-LASSO, and WLAD-LASSO decreased when the correlation between explanatory variables 

increased. It also happens when the outlier level increases. In addition, their performances tend 

to decrease in high-dimensional data compared to low-dimensional data. Then, for low-

dimensional and high-dimensional data, LASSO is very loose in selecting variables (significant 

and insignificant variables are more selected). At the same time, LAD-LASSO is very strict in 
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selecting variables (significant and insignificant variables are slightly selected). WLAD-LASSO 

can overcome the weakness of LAD-LASSO, which selects very slight significant variables and 

can overcome the weakness of LASSO, which selects many insignificant variables in the 

selection of variables. Although the prediction error of LASSO is lower than LAD-LASSO and 

WLAD-LASSO, the prediction error of WLAD-LASSO is lower than LAD-LASSO. Because of these 

results, WLAD-LASSO has been applied to Sembung leaf extract data to identify 

compounds/formulas as antioxidant markers in Sembung leaf extract. Then, we obtained that 

the compounds/formulas as antioxidant markers in the Sembung leaf extract are Umbelliferone, 

12-Hydroxyjasmonic Acid, C22H14N8O2, and Acetyleugenol (with a prediction error is 0.133050). 

For further research, other variable selection methods can be used such as combining the Least 

Trimmed Square (LTS) weighting with the Elastic Net method. The LTS weighting is based on 

the residual squared and the absolute residual, so that it can overcome the weakness of OLS 

based on the residual square and LAD and WLAD based on absolute residual in overcoming 

outliers. The Elastic Net is also a combination of the Ridge and LASSO methods. 
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